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Do Analyst Conflicts Matter? Evidence from
Stock Recommendations

Anup Agrawal University of Alabama
Mark A. Chen Georgia State University

Abstract

We examine whether conflicts of interest with investment banking and brokerage
businesses induce sell-side analysts to issue optimistic stock recommendations
and, if so, whether investors are misled by such biases. Using quantitative
measures of potential conflicts constructed from a novel data set containing
revenue breakdowns of analyst employers, we find that recommendation levels
are indeed positively related to conflict magnitudes. The optimistic bias stem-
ming from investment banking conflicts was especially pronounced during the
late-1990s stock market bubble. However, evidence from the response of stock
prices and trading volumes to upgrades and downgrades suggests that the market
recognizes analysts’ conflicts and properly discounts analysts’ opinions. This
pattern persists even during the bubble period. Moreover, the 1-year stock
performance following revised recommendations is unrelated to the magnitude
of conflicts. Overall, our findings do not support the view that conflicted analysts
are able to systematically mislead investors with optimistic stock recommen-
dations.

1. Introduction

In April 2003, 10 of the largest Wall Street firms reached a landmark settlement
with state and federal securities regulators on the issue of conflicts of interest

We thank Yacov Amihud, Chris Barry, Utpal Bhattacharya, Stan Block, Leslie Boni, Doug Cook,
Ning Gao, Jeff )affe, Jayant Kale, Omesh Kini, Chuck Knoeber, Junsoo Lee, Jim Ligon, Steve Mann,
Vassil Mihov, Anna Scherbina, Luigi Zingales, seminar participants at Georgia State University,
Southern Methodist University, Texas Christian University, the University of Alabama, the University
of Delaware, the 2005 American Law and Economics Association (New York University) and European
Finance Association (Moscow) meetings, and the 2006 American Finance Association {Boston),
Center for Research in Security Prices Forum (Chicago), and Financial Intermediation Research
Socicty (Shanghai) meetings for valuable comments. Special thanks are due to Randy Kroszner and
Sam Peltzman and to an anonymous referee for very helpful suggestions. Tommy Cooper and Yuan
Zhang provided able rescarch assistance, and Thomson Financial provided data on analyst recom-
mendations via the Institutional Brokers Estimate System. Agrawal acknowledges financial suppont
from the William A. Powell Jr. Chair in Finance and Banking.
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faced by stock analysts.' The settlement requires the firms to pay a record $1.4
billion in compensation and penalties in response to government charges that
the firms issued optimistic stock research to win favor with potential investment
banking (IB) clients. Part of the settlement funds are earmarked for investor
education and for provision of research from independent firms. In addition to
requiring large monetary payments, the settlement mandates structural changes
in the firms’ research operations and requires the firms to disclose conflicts of
interest in analysts® research reports.

The notion that investors are victims of biased stock research presumes that
(1) analysts respond to the conflicts by inflating their stock recommendations
and (2) investors take analysts’ recommendations at face value. Even if analysts
are biased, it is possible that investors understand the conflicts of interest inherent
in stock research and rationally discount analysts’ opinions. This alternative
viewpoint, if accurate, would lead to very different conclusions about the con-
sequences of analysts’ research. Indeed, investors’ rationality and self-interested
behavior imply that stock prices should accurately reflect a consensus about the
informational quality of public announcements (Grossman 1976; Grossman and
Stiglitz 1980). Rational investors would recognize and adjust for analysts’ po-
tential conflicts of interest and thereby largely avoid the adverse consequences
of biased stock recommendations.

In this article, we provide evidence on the extent to which analysts and in-
vestors respond to conflicts of interest in stock research. We address four ques-
tions. First, is the extent of optimism in stock recommendations related to the
magnitudes of analysts’ conflicts of interest? Second, to what extent do investors
discount the opinions of more conflicted analysts? In particular, do stock prices
and trading volumes react to recommendation revisions in a manner that ra-
tionally reflects the degree of analysts’ conflicts? Third, is the medium-term (that
is, 3- to 12-month) performance of recommendation revisions related to conflict
severity? And, finally, did conflicts of interest affect analysts or investors differ-
ently during the late-1990s stock bubble than during the postbubble period? The
answers to these questions are clearly of relevance to stock market participants,
public policy makers, regulators, and the academic profession.

We use a unique, hand-collected data set that contains the annual revenue
breakdown for 232 public and private analyst employers. This information allows
us to construct quantitative measures of the magnitude of potential conflicts not
only from IB business but also from brokerage business. We analyze a sample
of over 110,000 stock recommendations issued by over 4,000 analysts during
the 1994-2003 time period. Using univariate tests as well as cross-sectional
regressions that control for the size of the company followed and individual
analysts’ experience, resources, workloads, and reputations, we attempt to shed

! Two more securities firms (Deutsche Bank Securities Inc. and Thomas Weisel Partners LLC) were
added to the formal settlement in August 2004.
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light both on how analysts respond to pressures from IB and brokerage businesses
and on how investors compensate for the existence of such conflicts of interest.

A number of studies (for example, Dugar and Nathan 1995; Lin and McNichols
1998; Michaely and Womack 1999; Dechow, Hutton, and Sloan 2000; Bradley,
Jordan, and Ritter 2008) focus on conflicts faced by analysts in the context of
existing underwriting relationships (see also Malmendier and Shanthikumar
2007; CIliff 2007).* Our article complements this literature in several ways. First,
we take into account the pressure to generate underwriting business from both
current and potential client companies. Even if an analyst’s firm does not cur-
rently do IB business with a company that the analyst tracks, it might like to
do so in the future. Second, we examine the conflict between research and all
IB services (including advice on mergers, restructuring, and corporate control),
rather than just underwriting. Third, we examine conflicts arising from brokerage
business in addition to those from IB.?

Fourth, the prior empirical finding that underwriter analysts tend to be more
optimistic than other analysts is consistent with two alternative interpretations:
(a) an optimistic report on a company by an underwriter analyst is a reward
for past IB business or an attempt to win future 1B business by currying favor
with the company or (b) a company chooses an underwriter whose analyst already
likes the stock. The second interpretation implies that underwriter choice is
endogenous and does not necessarily imply a conflict of interest. We sidestep
this issue of endogeneity by not focusing on underwriting relations between an
analyst’s firm and the company followed. Instead, our conflict measures focus
on the importance to the analyst’s firm of IB and brokerage businesses, as
measured by the percentage of its annual revenue derived from IB business and
from brokerage commissions. Unlike underwriting relations between an analyst’s
firm and the company followed, the proportions of the entire firm’s revenues
from each of these businesses can reasonably be viewed as given, exogenous
variables from the viewpoint of an individual analyst. Finally, our approach yields
substantially larger sample sizes than those used in prior research, and it therefore
leads to greater statistical reliability of the results.

Several articles adopt an approach that is similar in spirit to ours. For example,
Barber, Lehavy, and Trueman (2007) find that recommendation upgrades (down-
grades) by investment banks—which typically also have brokerage businesses—

? Bolton, Freixas, and Shapiro (2007) theoretically analyze a different type of conflict of interest
in financial intermediation, one faced by a financial advisor whose firm also produces financial
products (such as in-house mutual funds). Mehran and Stulz (2007) provide an excellent review of
the literature on conflicts of interest in financial institutions,

> Hayes (1998) analyzes how pressure on analysts 10 generate brokerage commissions affects the
availability and accuracy of earnings forecasts. Both Irvine (2004) and Jackson (2005) find that
analysts’ optimism increases a brokerage firm’s share of the trading volume. Ljunggvist et al. (2007)
find that analysts employed by larger brokerage houses issue more optimistic recommendations and
more accurate earnings forecasts. However, none of these articles examines how investors’ responses
to analysts’ recommendations and the investment performance of recommendations vary with the
severity of brokerage conflicts, issues that we investigate here.
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underperform (outperform) similar reccommendations by non-1B brokerages and
independent research firms. Cowen, Groysberg, and Healy (2006) find that full-
service securities firms—which have both 1B and brokerage businesses—issue
less optimistic forecasts and recommendations than do non-IB brokerage houses.
Finally, Jacob, Rock, and Weber (2008) find that short-term earnings forecasts
made by investment banks are more accurate and less optimistic than those
made by independent research firms. We extend this line of research by quan-
tifying the reliance of a securities firm on IB and brokerage businesses. This is
an important feature of our article for at least two reasons. First, given that
many securities firms operate in multiple lines of business, it is difficult to classify
them by business lines. By separately measuring the magnitudes of both IB and
brokerage conflicts in each firm, our approach avoids the need to rely on a
classification scheme. Second, since the focus of this research is on the conse-
quences of analysts’ conflicts, the measurement of those conflicts is important.
Our conclusions sometimes differ from those in classification-based studies.

We find that analysts do indeed seem to respond to pressures from IB and
brokerage businesses: larger potential conflicts of interest from these businesses
are associated with more positive stock recommendations. We also document
that the distortive effects of 1B conflicts were larger during the late-1990s stock
bubble than during the postbubble period. Nonetheless, the empirical analysis
yields several pieces of evidence to suggest that investors are sophisticated enough
to adjust for these biases. First, the short-term reactions of both stock prices
and trading volumes to recommendation upgrades are negatively and statistically
significantly related to the magnitudes of potential 1B or brokerage conflicts. For
downgrades, the corresponding relation is negative for stock prices but positive
for trading volumes. Second, the 1-year investment performance after recom-
mendation revisions bears no systematic relation to the magnitude of conflicts.
Finally, investors continued to discount conflicted analysts’ opinions during the
bubble period, even amid the cuphoria prevailing in the market at the time.
Together these results strongly support the idea that the marginal investor, taking
analysts’ conflicts into account, rationally discounts optimistic stock recom-
mendations.*

The remainder of the article is organized as follows. We discuss the issues in
Section 2 and describe our sample and data in Section 3. Section 4 examines
the relation between recommendation levels and the degree of IB or brokerage
conflict faced by analysts. Section 5 analyzes how conflicts are related to the
response of stock prices or trading volumes to recommendation revisions. Section

*In 2 companion paper (Agrawal and Chen 2005), we find that analysts appear to respond to
conflicts when making long-term earnings growth projections but not shori-term earnings forecasts.
This finding is consistent with the idea that, with shori-term forecasts, analysts worry about their
deception being revealed with the next quarterly earnings release, but they have greater leeway with
long-term forecasts. We also find that the frequency of forecast revisions is positively related to the
magnitude of brokerage conflicts, and several tests suggest that analysts’ trade generation incentives
impair the quality of stock rescarch.
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6 investigates the relation between conflicts and the investment performance of
recommendation revisions. Section 7 presents our results for the late-1990s stock
bubble and postbubble periods, and Section 8 concludes.

2. Issues and Hypotheses

Investment banking activity is a potential source of analyst conflict that has
received widespread attention in the financial media (for example, Gasparino
2002; Maremont and Bray 2004) as well as the academic literature (for example,
Lin and McNichols 1998; Michaely and Womack 1999). When IB business is an
important source of revenue for a securities firm, a stock analyst employed by
the firm often faces pressure to inflate his or her reccommendations. This pressure
is due to the fact that the firm would like to sell IB services to a company that
the analyst tracks.® The company, in turn, would like the analyst to support jts
stock with a favorable opinion. Thus, we expect that the more critical is 1B
revenue to an analyst’s employer, the greater the incentives an analyst faces to
issue optimistic recommendations.*

Analysts also face a potential conflict with their employers’ brokerage busi-
nesses. Here, the pressure on analysts originates not from the companies that
they follow but from within their employing firms. Brokerage business generates
a large portion of most securities firms’ revenues, and analyst compensation
schemes are typically related explicitly or implicitly to trading commissions. Thus,
analysts have incentives to increase trading volumes in both directions (that is,
buys and sells). Given the many institutional constraints that make short sales
relatively costly, many more investors participate in stock purchases than in stock
sales.” Indeed, it is mostly existing shareholders of a stock who sell. This asym-
metry between purchases and sales implies that the more important brokerage
business is to an analyst’s employer, the more pressure the analyst faces to be
bullish when issuing recommendations.

Analysts who respond to the conflicts they face by issuing blatantly misleading
stock recommendations can develop bad reputations that reduce their labor
income and hurt their careers." Stock recommendations, however, are not as
easily evaluated as other outputs of analysts® research, such as 12-month price
targets or quarterly earnings forecasts, which can be judged against public, near-

> Throughout this article, we refer to an analyst’s employer as a “firm” and a company followed
by an analyst as a “company.”

¢ Ljungqvist, Marston, and Wilhelm (2006, forthcoming) find that, while optimistic recommen-
dations do not help the analyst’s firm win the lead underwriter or comanager positions in general,
they help the firm win the comanager position in deals in which the lead underwriter is a commercial
bank.

? Numerous regulations in the United States increase the cost of selling shares short (see, for
example, Dechow et al. 2001). Therefore, the vast majority of stock sales are regular sales rather than
short sales. For example, over the 1994-2001 period, short sales comprised only about 10 percent
of the annual New York Stock Exchange trading volume (New York Stock Exchange 2002).

* See Jackson (2005) for a theoretical model showing that analysts’ concerns about their reputations
can reduce optimistic biases arising from brokerage business.
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term realizations. So it is not clear whether analysts’ career concerns can com-
pletely prevent them from responding to pressures to generate IB or brokerage
business.

The relation between conflict severity and the short-term (2- or 3-day) stock
price impact of a recommendation should depend on whether investors react
to the opinion rationally or naively.” Under the rational discounting hypothesis,
the relation should be asymmetric for upgrades and downgrades. For upgrades,
the stock price response should be negatively related to the degree of conflict.
This implication arises because analysts who face greater pressure from IB or
brokerage business are likely to be more bullish in their recommendations, and
rational investors should discount an analyst’s optimism more heavily. For down-
grades, however, the story is different. When an analyst downgrades a stock
despite facing large conflicts, rational investors should find the negative opinion
more convincing and should be more likely to revalue the stock accordingly.
This implies that the short-term stock price response to a downgrade should be
negatively related to the degree of conflict.

The rational discounting hypothesis also predicts cross-sectional relations be-
tween conflict severity and the short-term trading volume responses to rec-
ommendations. As Kim and Verrecchia (1991) demonstrate in a rational ex-
pectations model of trading, the more precise a piece of news, the more
individuals will revise their prior beliefs and, hence, the more trading that will
result. In the present context, investor rationality implies that an upgrade by a
highly conflicted analyst represents less precise news to investors, and so such
a revision should be followed by a relatively small abnormal volume. But when
an analyst downgrades a stock despite a substantial conflict, the signal is regarded
as being more precise, and thus the downgrade should lead to relatively large
abnormal trading.

By contrast, under the naive investor hypothesis, investors are largely ignorant
of the distortive pressures that analysts face and accept analysts’ recommenda-
tions at face value. This implies that there should be no relation between conflict
severity and the short-term response of either stock prices or trading volume to
recommendation revisions. Furthermore, the absence of a systematic relation
should hold true for both upgrades and downgrades.

What are the implications of the two hypotheses for the medium-term (3- to
12-month) investment performance of analysts’ recommendations? Under the
rational discounting hypothesis, there should be no systematic relation between
the magnitude of conflicts faced by an analyst and the performance of his or
her stock recommendations: the market correctly anticipates the potential dis-
tortions up front and accordingly adjusts its response. But the naive investor
hypothesis predicts that performance should be negatively related to conflict

* This framework follows Kroszner and Rajan (1994) and Gompers and Lerner (1999), who analyze
the conflicts that a bank faces in underwriting securities of a company when the bank owns a (debt
or equity) stake in it.
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severity for both upgrades and downgrades. That is, investors ignore analysts’
conflicts up front and pay for their ignorance later.

3. Sample and Data

3.1. Sample

Our sample of stock recommendations comes from the Institutional Brokers
Estimate System (I/B/E/S) U.S. Detail Recommendations History file. This file
contains data on newly issued recommendations as well as revisions and reit-
erations of existing reccommendations made by individual analysts over the period
1993-2003. Although the exact wording of recommendations can vary consid-
erably across brokerage houses, I/B/E/S classifies all recommendations into five
categories ranging from strong buy to strong sell. We rely on the I/B/E/S clas-
sification and encode recommendations on a numerical scale from 5 (strong
buy) to 1 (strong sell).

Since we are primarily interested in examining how the nature and conse-
quences of analysts’ recommendations are related to IB or brokerage business,
we require measures of the importance of these business lines to analysts’ em-
ployers. Under U.S. law, all registered broker-dealer firms must file audited
annual financial statements with the Securities and Exchange Commission (SEC)
in x-17a-5 filings.” These filings contain information on broker-dealer firms’
principal sources of revenue, broken down into revenue from IB, brokerage
commissions, and all other businesses (such as asset management and proprietary
trading). We use these filings to obtain various financial data, including data on
our key explanatory variables: the fractions of total brokerage house revenues
from 1B and from brokerage commissions. Beginning with the names of analyst
employers contained in the 1/B/E/S Broker Translation file,"' we search for all
available revenue information in x-17a-5 filings from 1994 to 2003." For publicly
traded broker-dealer firms, we also use 10-K annual report filings over the sample
period to gather information on revenue breakdowns, if necessary. We thus obtain
annual data from 1994 to 2003 on IB revenue, brokerage revenue, and other
revenue for 188 privately held and 44 publicly traded brokerage houses.” For
each brokerage house, we match recommendations to the latest broker-year
revenue data preceding the recommendation date. Over the sample period, we

12 The Securities Exchange Act, sections 17(a)-17(e), requires these filings. We accessed them from
Thomson Financial's Global Access database and the Securities and Exchange Commission’s (SEC's)
public reading room in Washington, D.C.

" We use the file supplied directly by the Institutional Brokers Estimate System {1/B/E/S) on CD-
ROM. This file does not recode the name of an acquired brokerage firm to that of its acquirer for
years before the merger.

2 The electronic availability of x-17a-5 filings is very limited prior to 1994, the year the SEC first
mandated electronic form filing. Hence, we do not search for revenue information prior to 1994.

1 'We exclude a small number of firm-years in which the total revenue is negative (for example,
because of losses from proprietary trading).

Exhibit No. ___
Schedule PMA-15
Page 7 of 35



510 The Journal of LAW &2 ECONOMICS

are able to match in this fashion 110,493 1/B/E/S recommendations issued by
4,089 analysts.

All broker-dealer firms are required to publicly disclose their balance sheets
as part of their x-17a-5 filings. But a private broker-dealer firm can withhold
the public disclosure of its income statement, which contains the revenue break-
down information needed for this study, if the SEC deems that such disclosure
would harm the firm’s competitive position. Thus, our sample of private se-
curities firms is limited to broker-dealers that disclose their revenue breakdowns
in x-17a-5 filings. We examine whether this selection bias affects our main results
by separately analyzing the subsample of publicly traded securities firms, for
which public disclosure of annual revenue information is mandatory. Our find-
ings do not appear to be affected by this selection bias. All of our results for
the subsample of publicly traded securities firms are qualitatively similar to the
results for the full sample reported in the article. In the Appendix, we describe
the characteristics of disclosing and nondisclosing private securities firms, shed
some light on the firms’ income statement disclosure decisions, and use a se-
lectivity-corrected probit model to examine whether the resulting selection bias
can explain analysts’ response to conflicts in these private firms. We find no
evidence that selection bias affects our results for these firms.

3.2. Characteristics of Analysts, Their Employers, and Companies Followed

We next measure characteristics of analysts, their employers, and the com-
panies they cover. Prior research (for example, Clement 1999; jacob, Lys, and
Neale 1999) finds that analysts’ experience and workloads affect the accuracy
and credibility of their research. Using the I/B/E/S Detail History files, we measure
an analyst’s experience and workloads in terms of all research activity reported
in I/B/E/S, including stock recommendations, quarterly and annual earnings-
per-share forecasts, and long-term earnings growth forecasts. We measure general
research experience as the number of days since an analyst first issued research
on any company in the 1/B/E/S database and company-specific research expe-
rience as the number of days since an analyst first issued research on a particular
company. We measure an analyst’s workload as the number of different com-
panies or the number of different four-digit I/B/E/S sector industry groups
(S/1/Gs)™ for which the analyst issued research in a given calendar year.

The amount of resources devoted to investment research within brokerage
houses also affects the quality of analysts’ research (Clement 1999). Larger houses
have access to better technology, information, and support staff. Accordingly,
we use three measures of brokerage house size: the number of analysts issuing
stock recommendations for a brokerage house over the course of a calendar year,
book value of total assets, and net sales. All of our subsequent results are qual-

“The I/B/EJS sector industry group numbers are six-digit codes that provide information on the
industry sectors and subsectors for companies in the I/B/E/S database. We use the first four digits,
which correspond to broad industry groupings.
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Table 1
Revenue Sources (%) of Analysts” Employers
Investment Brokerage
Banking Commission
Sample
Recommendation Level Mean Median Mean Median Size
5 (Strong buy) 13.94 11.81 29.87 24.09 28,901
4 (Buy) 13.81 1L.21 26.68 17.22 37,478
3 (Hold) 12.68 1L13 28.44 24.07 37,883
2 (Sell) 11.61 10.55 23.13 16.12 4,875
1 (Strong sell) 16.27 14.90 33.44 2495 1,356
p-Value (4 and 5) versus (1 and 2) 0000 0000 .0000 0023

Note. Shown are the percentages of analyst employer revenues from investment banking and brokerage
commissions, by recommendation level. Data are for 110,493 stock recommendations and are drawn from
the Institutional Brokers Estimate System U.S. Detail Recommendations History file for 1994-2003.

itatively similar under each of the three size measures. To save space, we report
results only of tests based on the first size measure.

To capture the degree to which investors believe that individual analysts have
skill in providing timely and accurate research, we use two measures of analysts’
reputation. The first is based on Institutional Investor (1I) magazine’s All-America
Research Team designation. Each year around October 15, II mails an issue to
subscribers that lists the names of analysts who receive the most votes in a poll
of institutional money managers. About 300-400 analysts are identified. We
construct a variable that indicates, for each recommendation revision, whether
the recommending analyst was named to the first, second, third, or honorable
mention team in the latest annual survey. As a complementary, objective measure
of analysts’ reputation, we use a variable based on the Wall Street Journal’s (WSJ's)
annual All-Star Analysts Survey. The WSJ All-Star Analysts are determined by
an explicit set of criteria relating to past stock-picking performance and fore-
casting accuracy.'” The survey covers about 50 industries annually and names
the top five stock pickers and top five earnings forecasters in each industry.'s

Tables 1 and 2 report summary data on the characteristics of our sample. In
Table 1, both the mean and the median percentages of analyst employer revenues
derived from IB decline monotonically over the first four recommendation levels,
but these values are the highest for strong sell recommendations. Similarly, it is
the brokerage firms issuing strong sell recommendations that generally derive

** We recognize that the performance metrics used in the Wall Street Journal (WS]) All-Star Analysts
Survey are public information and can, in principle, be replicated by investors. However, to the
extent that computing and evaluating analysts’ performance is a costly activity, being named an All-
Star Analyst can still affect an analyst’s reputation and credibility.

* Since the I/B/E/S Broker Translation File provides only analysts’ last names and first initials, in
some instances it is not possible to ascertain from the 1/B/E/S data alone whether an analyst in our
sample was named 1o the Institutional Investor (1) or WS/ team. For these cases, we determine team
membership of analysts from NASD BrokerCheck, an online database { http//www.nasd.com, accessed
October 2004) that provides the full names of registered securities professionals as well as their
employment and registration histories for the past 10 years. The database also keeps track of analysts’
name changes (such as those resulting from marriage).
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Table 2
Characteristics of Analysts, Firms, and Companies Followed
Sample

Characteristic Mean Median SD Size
Investment banking revenue (%) 13.60 11.25 11.93 94,892
Brokerage commission revenue (96) 28.74 24.07 24.75 94,892
Analyst's company-specific experience (years) 2.42 1.20 3.29 85,531
Analyst’s general experience (years) 6.41 4.90 5.32 85,531
Analysts employed by a firm 86.34 60 79.73 94,618
Companies followed by an analyst 17.24 15 12.93 84,016
Four-digit 1/B/E/S S/1/Gs followed by an

analyst 3.05 3 1.90 84,014
Institutional Investor All-America stock picker 005 0 07 85,531
Institutional Investor All-America Research

Team member .035 0 A8 85,531
Wall Strect Journal All-Star stock picker 018 0 .13 85,531
Wall Street Journal All-Star Analyst 136 0 34 85,531
Market capitalization ($ millions) 8,804.46 1,367.22 27,758.81 81,333
Analyst following 9.14 7 6.88 92,869

Note. Data are for 94,892 recommendation revisions and are drawn from the Instilutional Brokers Estimate
System (I/B/E/S) U.S. Detail Recommendations History file for 1994-2003. Recommendation revisions
include recommendation changes as well as initiations, resumptions, and discontinuations of coverage.
Analysts” experience is measured from all analyst research activity reported in I/B/EJSS, including earnings-
per-share forecasts, long-term earnings growth forecasts, and stock recommendations. An analyst is con-
sidered to be a top stock picker or team member if he or she appeared in the relevant portion of the most
recent analyst survey by Iustitutional Investor or the Wall Street Journal at the time of a recommendation
revision. Market capitalization is measured 12 months before the end of the current month, and analyst
following is measured on the basis of stock recommendation coverage. Market capitalization values are
inflation adjusted (with Consumer Price Index numbers and with 2003 as the base year). S/l/G = sector
industry group.

the highest percentage of their total revenues from brokerage commissions. No-
tably, in each of the five categories, the mean percentage of revenue from com-
missions is about twice as large as the mean percentage of revenue from IB. This
fact underscores the importance of trading commissions as a source of revenue
for many securities firms. The last column shows that about 95 percent of the
recommendations in the sample are at levels 5 (strong buy), 4 (buy), or 3 (hold).
Levels 1 (strong sell) and 2 (sell) represent only about 1 percent and 4 percent
of all recommendations, respectively.

The data in Table 2 provide a flavor of our sample of analysts and their
employers. As noted by Hong, Kubik, and Solomon (2000), careers as analysts
tend to be relatively short. The median recommendation is made by an analyst
with under 5 years of experience, of which just over a year was spent following
a given stock. Stock analysts tend to be highly specialized, following a handful
of companies in a few industries. The median recommendation is made by an
analyst following 15 companies in three industries who works for a securities
firm employing 60 analysts. Being named as an All-America Research Team
member by II is a rare honor, received by under 5 percent of all analysts in our
sample. Finally, the typical company followed is large, with mean (median)
market capitalization of about $8.8 billion ($1.4 billion) in inflation-adjusted
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2003 dollars. Over the time span of a year, a company is tracked by a mean
{median) of 9.1 (7) analysts.

4. Conflicts and the Levels of Analyst Recommendations
Net of the Consensus

In this section, we examine whether the level of an analyst’s stock recom-
mendation net of the consensus (that is, median) recommendation level is related
to the conflicts that he or she faces. We start by ascertaining the level of the
outstanding recommendation on each stock by each analyst following it at the
end of each quarter (March, June, September, December) from 1995 through
2003. An analyst’s recommendation on a stock is included only if it is newly
issued, reiterated, or revised in the preceding 12 months.

We estimate a regression explaining individual analysts’ net stock recommen-
dation levels at the end of a quarter (which is the recommendation level minus
the median recommendation level across all analysts following a stock during
the quarter).'” The regression pools observations across analysts, stocks, and
quarters and includes our two main explanatory variables: the percentage of an
analyst employer’s total revenues from [B and the percentage from brokerage
commissions. Following Jegadeesh et al. (2004) and Kadan et al. (forthcoming),
who find that momentum is an important determinant of analysts’ recommen-
dations, we control for the prior 6-month stock return.

The regression also controls for other factors that can affect the degree of
analysts’ optimism, such as the size of the company followed and the resources,
reputation, experience, and workload of an analyst. As a measure of the resources
available to an analyst, a dummy variable is used for a large brokerage house,
and it equals one if the firm ranks in the top quartile of all houses in terms of
the number of analysts employed during the year. The size of the company
followed is measured by the natural logarithm of its market capitalization, mea-
sured 12 months before the end of the month, We measure an analyst’s reputation
by dummy variables that equal one if the recommending analyst was named in
the most recent year as an All-America Research Team member by II or as an
All-Star Analyst by the WSJ. An analyst’s company-specific research experience
is measured by the natural logarithm of one plus the number of days an analyst
has been producing research (including earnings-per-share forecasts, long-term
growth forecasts, or stock recommendations) on the company. We measure an
analyst’s workload by the natural logarithm of one plus the number of companies
for which he or she produces forecasts or recommendations in the current year.

Finally, we control for industry and time period effects by adding dummy
variables for I/B/E/S two-digit S/I/G industries and for each calendar quarter
(March 1995, June 1995, and so forth). Since net recommendation levels can

¥ To ensure meaningful variation in the dependent variable, we omit stocks followed by only one
analyst in a quarter.
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Table 3
Ordered Probit Analysis of Recommendation Levels Net of the Consensus

Explanatory Variable Coefficient 2z-Statistic
Investment banking revenue (%) 4167 12.35
Brokerage commission revenue (%) 0363 3.00
Prior 6-month stock return —.0068 -2.89
Large brokerage house dummy —.0639 ~8.60
Company size .0038 2.89
Institutional Investor All-America Rescarch Team dummy 0032 15
Wall Street Journal All-Star Analyst dummy —.0196 —~2.23
Company-specific research expericnce 0012 1.42
Number of companies followed .0070 4.64

Note. The results are from ordered probit regressions explaining individual analysts’ stock recommendation
levels net of the consensus (that is, median) recommendation level at the end of each quarter (March,
June, September, December) for 1995-2003. Observations are excluded if the analyst issued no new or
revised recommendation in the preceding 12 months. The regression includes observations pooled across
analysts, stocks, and quarters. Data on recommendations are drawn from the Institutional Brokers Estimate
System (I/B/E/S) U.S. Detail Recommendations History file for 1994-2003. Investment banking or brokerage
commission revenue refer to the percentage of the brokerage firm’s total revenues derived from investment
banking or brokerage commissions. The large brokerage house dummy is an indicator variable that equals
one if a brokerage house is in the top quartile of all houses, based on the number of analysts issuing stock
recommendations listed in I/B/E/S in a given calendar year. Company size is the natural logarithm of the
market capitalization of the company followed, measured 12 months prior 10 the end of the current month.
The Institutional Investor All-America Research Team and Wall Street Journal All-Star Analyst dummies are
indicator variables that equal onc if the recommending analyst was listed as an All-America Research Team
member or All-Star Analyst in the most recent analyst ranking. Company-specific rescarch experience is
the natural log of one plus the number of days that an analyst has been issuing I/B/E/S research on a
company. Number of companies followed equals the natural log of one plus the number of companics
followed by an analyst in the current calendar year. The regression includes dummy variables for two-digit
I/B/E/S sector industry group industries and for calendar quarters. Test statistics are based on a robust
variance estimator. The number of observations is 213,011; the p-value of the x* test is <.0001.

take ordered values from —4 (strongly pessimistic) to 4 (strongly optimistic) in
increments of .5, we estimate the regression as an ordered probit model."" The
Z-statistics are based on a robust (Huber-White sandwich) variance estimator.

Table 3 shows the regression estimate. The coefficients of IB revenue percentage
and commission revenue percentage are both positive. This finding implies that
greater conflicts with 1B and brokerage businesses lead an analyst to issue a
higher recommendation on a stock relative to the consensus. Stocks followed
by busier analysts and stocks of larger companies receive higher recommenda-
tions relative to the consensus. Stocks that experience a price run-up over the
prior 6 months, stocks followed by analysts at large brokerage houses, and stocks
followed by WSJ All-Star Analysts all receive lower recommendations relative to
the consensus. All of these relations are highly statistically significant.

To provide a sense of the magnitude of the main effects of interest, we show
in Table 4 the derivatives of the probability of each net recommendation level

" Notice that recommendation levels can take integer values from | to 5, and the median rec-
ommendation can take values from 1 to 5 in increments of .5, See Greene (2003) for a detailed
exposition of the ordered probit model.
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with respect to IB revenue and commission revenue percentages."” Thus, for
example, a 1-standard-deviation increase in 1B revenue percentage increases the
probability of an optimistic recommendation (that is, a net recommendation
level greater than zero) by .1193 x (0325 +.0671 + ... + .0003) = .0151.
Compared to the unconditional probability of an optimistic recommendation
by an analyst, this represents an increase of about 5.9 percent (.0151/.2575). The
effect of a change in commission revenue percentage is much smaller. A 1-
standard-deviation increase in commission revenue percentage increases the
probability of an optimistic recommendation by ,2475 x .01105 = .0027, or
about 1 percent (.0027/.2575) of the unconditional probability. Thus, despite
possible concerns about a loss of reputation, analysts seem to respond to conflicts
of interest, particularly those stemming from IB.

5. Conflicts and Investor Response to Recommendation Revisions

5.1 Stock Price Response

This section examines whether an analyst’s credibility with investors is related
to the degree of conflict faced. We interpret the reaction of stock prices to a
recommendation revision as an indication of an analyst’s credibility. Our analysis
focuses on revisions in recommendation levels, rather than on recommendation
levels per se, because revisions are discrete events that are likely to be salient for
investors, and previous research finds that revisions have significant information
content (see, for example, Womack 1996; Jegadeesh et al. 2004). To capture the
effects of the most commonly observed and economically important types of
revisions, we structure our tests around four basic categories: added to strong
buy, added to buy or strong buy, dropped from strong buy, and dropped from
buy or strong buy.® These four categories are defined to include initiations,
resumptions, and discontinuations of coverage because such events also reflect
analysts’ positive or negative views about a company.” Thus, for example, we
consider a stock to be added to strong buy under two scenarios: (a) the rec-
ommendation level is raised to strong buy from a lower level or (b) coverage is

" Notice that, for each explanatory variable, these derivatives sum to zero across all the net
recommendation levels.

 Qur analysis focuses on these four types of revisions instead of the other four (added to strong
sell, and so forth) because, as shown in Table 1, sell and strong sell recommendations are quite rare.
But note that dropped-from-buy and dropped-from-buy-or-strong-buy revisions can entail move-
ment to the sell or strong sell category.

2 We use the I/B/E/S Stopped Recommendations file to determine instances in which a brokerage
firm discontinued coverage of a company. This file contains numerous cases in which an analyst
stops coverage of a stock only 1o issue a new recommendation a month or two later. Conversations
with I/B/E/S representatives indicate that such events likely represent pauses in coverage due to
company quiet periods or analysts’ reassignments within a brokerage house. We define a stopped
coverage event to be a true stoppage only if the analyst does not issve a recommendation on the
stock over the subsequent 6 months.
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initiated or resumed at the level of strong buy.”? Defining revisions in this fashion
yields a sample of 94,892 recommendation revisions made over the 1994-2003
period.

5.1.1. Average Response

We compute the abnormal return on an upgraded or downgraded stock over
day t as the return (including dividends) on the stock minus the return on the
Center for Research in Security Prices equal-weighted market portfolio of New
York Stock Exchange (NYSE), American Stock Exchange, and NASDAQ stocks.
The cumulative abnormal return (CAR) on the stock over days t, to t, relative
to the revision date (day 0) is measured as the sum of the abnormal returns
over those days. Table 5 shows mean and median CARs for three windows: days
—1to 0, =1 to 1, and —5 to 5. The t-statistics for the difference of the mean
abnormal returns from zero are computed as in Brown and Warner (1985) and
are shown in parentheses. The p-values for the Wilcoxon test are reported in
parentheses with the medians.

It is clear from Table 5 that recommendation revisions have large effects on
stock prices. For example, when a stock is added to the strong-buy list, it ex-
periences a mean abnormal return of about 2 percent over the 2-day revision
period. Downgrades have even larger effects on stock prices than do upgrades.
Strikingly, the 2-day mean abnormal return around the dropped-from-strong-
buy list is —4 percent. Median values are consistently smaller in magnitude than
are means, and this finding indicates that some revisions lead to price reactions
of a very large magnitude. Mean and median 2-day abnormal returns are sta-
tistically different from zero for all four groups of forecast revisions. The mag-
nitudes of abnormal returns are somewhat larger over the 3-day and 11i-day
windows than over the 2-day window. Overall, these returns are consistent with
those found by prior research that examines the average stock price impact of
recommendation revisions (for example, Womack 1996; Jegadeesh et al. 2004).

5.1.2. Cross-Sectional Analysis

Table 6 contains cross-sectional regressions of stock price reactions to rec-
ommendation revisions over days —1 to 1. The main explanatory variables of
interest in these regressions are our revenue-based measures of the magnitudes
of IB and brokerage conflicts. We include controls for the size of an analyst’s
employer, the size of the company followed, and measures of an analyst’s rep-
utation, experience, and workload.”> We estimate a separate regression for each

# Note that the definitions of our four recommendation revision groups imply that stocks can be
added to a group more than once on a given day. Nonetheless, excluding days on which a stock
experiences multiple revisions does not change any of our qualitative results.

# Prior research finds that analysts who have more experience, carry lower workloads, or are
employed by larger firms tend to generate more precise research (sce, for example, Clement 1999;
Jacob, Lys, and Neale 1999; Mikhail, Walther, and Willis 1997). In addition, more reputed analysts
tend to generate timelier and more accurate research (see, for example, Stickel 1992; Hong and
Kubik 2003). We expect such analysts to be more influential with investors.
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of the four groups of recommendation revisions. The t-statistics based on a
robust variance estimator are reported in parentheses.

The coefficient on IB revenue percentage is statistically significantly negative
for both upgrades and downgrades. The coefficient on brokerage commission
revenue percentage is also negative in all four regressions; it is statistically sig-
nificant in all cases, except for the dropped-from-strong-buy revisions.** Col-
lectively, these results favor the rational discounting hypothesis over the naive
investor hypothesis. The magnitudes of these effects are nontrivial. For instance,
a l-standard-deviation increase in 1B revenue percentage leads to a change of
about —.31 (~.42) percentage points in the 3-day abnormal return around the
move to (from) a strong buy recommendation. Similarly, a 1-standard-deviation
increase in brokerage commission revenue percentage leads to a change of about
—.37 (—.22) percentage points in the corresponding abnormal return around
the move to (from) a buy or strong buy recommendation.?®

The results for control variables are also noteworthy. The dummy variable for
a large analyst employer is positively (negatively) related to the market reaction
to upgrades (downgrades). This finding is consistent with the idea that revisions
by analysts employed at larger brokerage houses (which tend to be more rep-
utable) have more credibility with investors. The size of the company followed
is negatively (positively) related to the market reaction to upgrades (downgrades),
which is consistent with the notion that, for larger companies, an analyst’s
recommendation competes with more alternative sources of information and
advice.

Revisions by II All-America Research Team analysts are positively (negatively)
related to the stock price reaction to upgrades (downgrades), which suggests that
they wield more influence with investors. This is a notable finding; we are
unaware of previous work documenting a relation between an analyst’s repu-
tation and the stock price reaction to both upgrades and downgrades. As the
coefficient on the WSJ All-Star Analyst dummy indicates, however, being des-
ignated as a WSJ All-Star Analyst does not seem to enhance the credibility of
an analyst’s recommendations.” The absence of an effect here is somewhat

*These and all subsequent regression results in this article are qualitatively similar when we
winsorize the dependent variable at the first and ninety-ninth percentiles of its distribution.

 For each group of revisions (such as added to strong buy), we also estimate the regression after
excluding similar revision events that a stock experiences within 3 days of a given revision event.
These results are qualitatively similar to those reported in Tables 6 and 8. We also examine the
possibility that investors perceived the conflicts to be more severe, and hence discounted them more,
in securities firms that were charged by regulators (that is, the 10 firms that were part of the global
analyst settlement) than in other firms. We do this by interacting both investment banking (1B)
revenue percentage and brokerage commission revenue percentage variables in the regression with
binary (0, 1) dummy variables for securities firms that arc part of the global analyst settlement and
firms that are not. We find no significant differences between the two groups of firms in their
coefficients on 1B revenue percentage and commission revenue percentage.

* Although I All-America Research Team and WSJ All-Star Analyst dummies both measure aspects
of an analyst’s reputation, they are not highly correlated. The correlation coefficient is .14 across all
upgrades and .13 across all downgrades.
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surprising given that the WSJ has a much broader readership base than that of
I1. One explanation is that II analyst rankings are based on an opinion poll of
money managers, who control substantial assets and therefore directly affect
stock prices, while WSJ rankings are based on strictly quantitative measures of
analysts’ past stock-picking or forecasting performance.

The market reaction to upgrades is positively related to an analyst’s company-
specific research experience. This finding suggests that more experienced analysts
tend to be more influential with investors. But the reaction to downgrades is
also positively related to analysts’ experience. Finally, the stock price reaction to
upgrades is negatively related to analysts’ workload. This finding suggests that
busier analysts’ opinions tend to get discounted by the market. All of these
relations are statistically significant.

5.2. Response of Trading Volume

In this section, we measure analysts’ credibility via changes in the volume of
trade around recommendation revisions.”” Revisions of analysts’ recommenda-
tions can affect trading volumes by inducing investors to rebalance their port-
folios to reflect updated beliefs.

5:2.1. Average Response

We compute the abnormal volume for a trading day t as the mean-adjusted
share turnover for stock i:*

€ = Vi — Vr m

where v, is the trading volume of stock i over day ¢ divided by common shares
outstanding on day f and v, is the mean of v, over days —35 to —6.

The cumulative abnormal volume (CAV) for stock i over days t, to ¢, is
measured in the following way:

CAV't,t, = 2 €. @

Table 7 shows mean and median CAV values over three windows surrounding
revisions in analyst stock recommendations. Over the 2-day revision period, the
mean abnormal volume is positive for both upgrades and downgrades, but its
magnitude is substantially larger for downgrades. The move to (from) the strong-
buy list increases a stock’s trading volume by a mean of about .9 percent (2.6
percent) of the outstanding shares, compared to a normal day’s volume. For
longer windows, the mean abnormal volumes are substantially higher for down-

# Many prior studies have used trading volume 10 examine investors’ response to informational
events (see, for example, Shleifer 1986; Jain 1988; Jarrell and Poulsen 1989; Meulbroek 1992; Sanders
and Zdanowicz 1992).

™ This approach has been used in a number of prior studies (for example, Shleifer 1986; Vijh
1994; Michaely and Vila 1996).
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Analyst Conflicts 523

grades. The median values are lower than the mean values. Each mean and
median abnormal volume is statistically greater than zero, with a p-value below
.01. Clearly, revisions of stock recommendations by analysts generate trading.

5.2.2. Cross-Sectional Analysis

Table 8 presents cross-sectional regressions explaining CAVs over days —1to
1 surrounding the recommendation revisions. The explanatory variables in the
regressions are the same as in regressions of CARs in Section 5.1.2. The results
provide strong support for the rational discounting hypothesis. The coefficients
on both the 1B revenue percentage and commission revenue percentage variables
are generally statistically significant and negative (positive) for both groups of
upgrades (downgrades). The magnitudes of these effects are nontrivial. For ex-
ample, a 1-standard-deviation increase in 1B revenue percentage leads to a change
in the 3-day abnormal volume around the addition (omission) of a stock to
(from) the strong-buy list of about —.12 percent (.36 percent) of the outstanding
shares; a corresponding change in the commission revenue percentage results in
a change in the abnormal volume of about —.15 percent (.22 percent).

Recommendation revisions by larger brokerage houses generate more trading.
The abnormal volume is also larger for revisions involving smaller companies.
Revisions by IT All-America Research Team members generate statistically sig-
nificantly more abnormal volume for the dropped from buy or strong-buy group.
Upgrades (downgrades) by more experienced analysts result in larger (smaller)
abnormal volumes, and upgrades by busier analysts are less credible.

6. Conflicts and the Performance of Recommendation Revisions

We next consider the investment performance of analysts’ recommendation
revisions over periods of up to 12 months. Here, the choice of the benchmark
used to compute abnormal returns is somewhat more important than it is in
Section 5.1, where we measure abnormal returns over a few days around the
revision. But the results here are likely to be less sensitive to the benchmark
employed than are those in studies of long-run stock performance, where the
time period of interest can be as long as 5-10 years (see, for example, Agrawal,
Jaffe, and Mandelker 1992; Agrawal and Jaffe 2003).

6.1. Average Performance

We use an approach similar to Barber, Lehavy, and Trueman (2007). To eval-
uate the performance of stocks over a given window, say, months 1-12 following
the month of their inclusion (month 0) in a given group of revisions such as
the added-to-strong-buy list, we form a portfolio p that initially invests $1 in
each recommendation. Each recommended stock remains in the portfolio until
month 12 or the month that the stock is either downgraded or dropped from
coverage by the securities firm, whichever is earlier. If multiple securities firms
recommend a stock in a given month, the stock appears multiple times in the
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portfolio that month, once for each securities firm with a strong buy recom-
mendation. The portfolio return for calendar month t is given by

R,-t = 2xir x Rh/ me (3)

i=1 izl

where R, is the month ¢ return on recommendation i, x, is one plus the com-
pound return on the recommendation from month 1 to month ¢t —1 (that is,
x, equals one for a stock that was recommended in month 1), and n, is the
number of recommendations in the portfolio. This calculation yields a time
series of monthly returns for portfolio p.

We compute the abnormal performance of portfolio p as the estimate of the
intercept term «, from the Fama and French (1993) three-factor model. Ac-
cordingly, we estimate the following time-series regression for portfolio p:

R, = Ry, = 0+ By(Ryu = Ry) + B, SMB, + By, HML, + £

t = January 1994 to December 2003, (€3]

where R, is the risk-free rate, R,, is the return on the value-weighted market
index, SMB equals the monthly return on a portfolio of small firms minus the
return on a portfolio of big firms, and HML is the monthly return on a portfolio
of firms with high book-to-market ratio minus the return on a portfolio of firms
with low book-to-market ratio. The error term in the regression is denoted &.
The time series of monthly returns on R,, — R, SMB, and HML are obtained
from Kenneth French’s Web site.” We repeat this procedure for each time window
of interest, such as months 1-3, and for each group of revisions, such as the
dropped-from-strong-buy list.

Table 9 shows the performance of analysts’ recommendation revisions. Over
the period of 3 months following the month of recommendation revision, the
average abnormal returns for upgrades are positive, and the returns for down-
grades are negative. The magnitudes of these returns are nontrivial. For example,
the addition of a stock to the strong-buy list has an abnormal monthly return
of about .875 percent, or about 2.62 percent over the 3-month period. The
pattern is generally similar over longer windows. For example, over months
1-12, the abnormal monthly return for the added-to-strong-buy list is .679
percent, or about 8.15 percent over the 12-month period. The abnormal returns
are significantly different from zero for upgrades in all cases; they are statistically
insignificant for downgrades in all cases except one.

» kenneth R. French, Fama/French Faclors (file F-F_Research_Data_Factors.zip at http://mba
.tuck.danmomh.edulpagcslfacuhylken.frenchldata_library.hlml).
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Table 9
Medium-Term Investment Performance of Recommendation Revisions
Months 1-3 Months 1-6 Months 1-12
Abnormal Abnormal Abnormal
Monthly Monthly Monthly
Return Return Return
Portfolio (%) -Statistic (%)  r-Suatistic (%)  t-Statistic
Added to strong buy 875 6.12** 758 6.12** 679 5.70*"
Added to buy or strong buy .586 449 St 4.82°* 503 5.38**
Dropped from buy or strong buy 361 —1.60 -.260 -1.28 =072 -4
Dropped from strong buy -.367 -158 =395 -200° -231 -149

Note. Abnormal returns are reported for three event windows relative 1o the month of revision {month
0) and are computed using an approach similar to that in Barber, Lehavy, and Trueman (2007). The
abnormal return is the estimated intercept from a time-series regression of 114 monthly portfolio returns
using the Fama and French (1993) three-factor model.

* Statistically significant at the 5% level in two-tailed tests.

** Statistically significant at the 1% level in two-tailed tests.

6.2. Cross-Sectional Analysis

Table 10 shows the results of a regression similar to that in Section 5.1.2,
except that the dependent variable here is the average monthly abnormal return
for a firm over months 1-12 following the month of a recommendation revision.
We compute this abnormal return by estimating a time-series regression similar
to that in equation (4) over months 1-12 for each stock in a sample of rec-
ommendation revisions. The intercept from this regression is our estimate of
the performance of the recommendation revision. Observations involving rec-
ommendation revisions on a stock that occur within 12 months of an earlier
revision are omitted from each regression.*

In each regression result reported in Table 10, the coefficients of IB revenue
percentage and commission revenue percentage are not statistically significantly
different from zero. These results favor the rational discounting hypothesis, at
least for the marginal investor. The performance of both groups of recommen-
dation upgrades is negatively related to company size; the performance of one
group of downgrades is positively related to the dummy variable for WSJ All-
Star Analysts. None of the other variables is statistically significant.

7. Bubble versus Postbubble Periods

We next exploit the fact that our sample spans both the late-1990s U.S. stock
bubble and a postbubble period. During the bubble period, initial public offer-
ings, merger activities, and stock prices were near record highs, and media
attention was focused on analysts’ pronouncements. We therefore examine
whether analysts’ behavior and investors’ responses to analysts’ recommendations
differed during the bubble and postbubble periods. Given the euphoria on Wall

¥ The results are qualitatively similar when we include these observations.
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Table 11

Ordered Probit Regression of Recommendation Levels Net of the Consensus
for Bubble versus Postbubble Periods

Bubble Postbubble p-Value
Investment banking revenue (%) 5103° .3089* <001
Brokerage revenue (%) -.1868" .2286" <001

Note. The explanatory variables are as in Table 3, except that (a) the investment banking revenue and

brokerage commission revenue percentage variables are interacted with dummy variables for the bubble

or postbubble period and () calendar-quarter dummies are replaced with a postregulation indicator (which

is equal to one for quarters after May 2002). Shown are the coefficient estimates of investment banking

and brokerage revenue percentage variables for the bubble and postbubble periods and the p-value for the

difference in the coefficient estimate between the two periods. All test statistics use robust variance estimators.
* Statistically significant at the 1% level in two-tailed tests.

Street and among investors during the bubble, analysts appear to have been
under acute pressure to generate 1B fees and brokerage commissions. As for the
response of investors, the rational discounting hypothesis predicts greater dis-
counting of analysts’ opinions during this period in response to heightened
conflicts, while the naive investor hypothesis predicts less discounting,

We estimate regressions similar to those for relative recommendation levels
(Table 3), those for announcement abnormal returns (Table 6), those for an-
nouncement abnormal volumes (Table 8), and those for 12-month investment
performance of recommendation revisions (Table 10), except that we now in-
teract 1B revenue percentage and commission revenue percentage with dummy
variables for the bubble (January 1996~March 2000) and postbubble (April
2000-December 2003) periods. Accordingly, we restrict the sample period for
these regressions to January 1996-December 2003. For regressions corresponding
to those with results shown in Table 3, we also replace the calendar-quarter
dummies with a postregulation indicator (equal to one for quarters ending after
May 2002). In May 2002, both the NYSE and the National Association of Se-
curities Dealers considerably tightened the regulations on the production and
dissemination of sell-side analyst research.” The findings of Barber et al. (2006)
and Kadan et al. (forthcoming) suggest that these regulations exerted a downward
pressure on recommendation levels. The regression results are presented in Tables
11 and 12. To save space, we report only the coefficient estimates for IB revenue
percentage and commission revenue percentage.

The results in Table 11 show that analysts appear to have inflated their rec-
ommendations in response to IB conflicts during both the bubble and postbubble
periods. But the magnitude of this effect is substantially greater during the bubble
period than during the postbubble period. This difference is statistically signif-
icant. The magnitude of the effect is smaller for brokerage conflicts than for 1B
conflicts during both periods. In fact, the effect for brokerage conflicts is negative

" See NYSE Amended Rule 472, “Communications with the Public,” and National Association of
Securities Dealers Rule 2711, “Research Analysts and Research Reports.”
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during the bubble; it is positive and statistically significantly higher during the
postbubble period.

Table 12 shows that, in regressions of 3-day abnormal returns, the coefficients
of both IB revenue percentage and commission revenue percentage are negative
and statistically significant during the bubble period for both groups of upgrades.
For the added-to-strong-buy group, the coefficient of IB revenue percentage is
significantly lower during the bubble period than during the postbubble period.
For downgrades, the coefficients of both variables are generally negative in both
periods, and they are statistically significantly lower during the postbubble period.

In regressions of 3-day abnormal volumes, the coefficients of IB revenue
percentage and commission revenue percentage are negative for upgrades and
positive for downgrades in all cases, both during and after the bubble. These
coefficients are not statistically significantly different between the bubble and
postbubble periods for both groups of upgrades and one group of downgrades.
For the dropped-from-strong-buy group, the coefficient of IB revenue percentage
is statistically significantly larger during the bubble period than during the post-
bubble period, but the coefficient of the commission revenue percentage is sta-
tistically significantly smaller. In regressions of 12-month postrecommendation
stock performance, the coefficients of both variables are statistically insignificant
both during and after the bubble period in nearly all cases, and this finding is
consistent with the results shown in Table 10 for the full sample period.

Overall, analysts appear to respond to IB conflicts both during and after the
bubble, but the magnitude of their response declines during the postbubble
period. Perversely, while analysts do not seem to respond to brokerage conflicts
during the bubble, they appear to do so after the bubble. Perhaps the intense
regulatory and media focus on IB conflicts has led analysts to look for alternative
avenues. Did investors discount conflicted analysts’ opinions more during the
bubble than in the postbubble period? The answer to this question is unclear.
However, our evidence does not support the notion that investors threw caution
to the wind during the bubble.

8. Summary and Conclusions

Following the collapse of the late-1990s U.S. stock market bubble, there has
been a widespread hue and cry from investors and regulators over the conflicts
of interest faced by Wall Street stock analysts. The discovery of e-mail messages,
in which analysts were privately disparaging stocks that they were touting pub-
licly, led to the landmark $1.4 billion settlement between a number of leading
Wall Street firms and securities regulators in April 2003. The settlement requires
the firms to disclose IB conflicts in analyst reports and imposes a variety of
restrictions designed to strengthen the firewalls that separate research from IB.
Part of the settlement funds are set aside for investor education and for research
produced by independent firms. The settlement basically presumes that analysts
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respond to the conflicts by inflating their stock recommendations and that in-
vestors take analysts’ recommendations at face value.

Consistent with the view of the media and regulators, we find that optimism
in stock recommendations is positively related to the importance of both IB and
brokerage businesses to an analyst’s employer. This pattern is more pronounced
during the late-1990s stock market bubble with respect to IB conflicts. However,
we provide several pieces of empirical evidence that suggest that investors are
sophisticated enough to adjust for this bias. First, the short-term reactions of
both stock prices and trading volumes to recommendation upgrades vary neg-
atively with the magnitude of potential IB or brokerage conflicts faced by analysts.
For instance, over the 3 days surrounding an upgrade to strong buy, a 1-standard-
deviation increase in the proportion of revenue from [B is associated with a .31
percentage point decrease in abnormal returns and a .12 percentage point de-
crease in abnormal volume. These results suggest that investors ascribe lower
credibility to an analyst’s upgrade when the analyst is subject to greater pressures
to issue an optimistic view. For downgrades, conflict severity varies negatively
with the short-term stock price reaction and positively with the short-term
trading volume impact. This pattern is consistent with the idea that investors
perceive an analyst to be more credible if he or she is willing to voice an
unfavorable opinion on a stock despite greater pressures to be optimistic.

Second, we find no evidence that the 1-year investment performance of rec-
ommendation revisions is related to the magnitude of analysts’ conflicts, either
for upgrades or for downgrades. This finding suggests that, on average, investors
properly discount an analyst’s opinions for potential conflicts at the time the
opinion is issued. Finally, investors discounted conflicted analysts’ opinions dur-
ing the late-1990s stock bubble, even in the face of the prevailing market eu-
phoria. This evidence does not support the popular view that recommendations
of sell-side analysts led investors to throw caution to the wind during the bubble
period.

Overall, our empirical findings suggest that while analysts do respond to 1B
and brokerage conflicts by inflating their stock recommendations, the market
discounts these recommendations after taking analysts’ conflicts into account.
These findings are reminiscent of the story of the nail soup told by Brealey and
Myers (1991), except that here analysts (rather than accountants) are the ones
who put the nail in the soup and investors (rather than analysts) are the ones
to take it out. Our finding that the market is not fooled by biases stemming
from conflicts of interest echoes similar findings in the literature on conflicts of
interest in universal banking (for example, Kroszner and Rajan 1994, 1997;
Gompers and Lerner 1999) and on bias in the financial media (for example,
Bhattacharya et al., forthcoming; Reuter and Zitzewitz 2006). Finally, while we
cannot rule out the possibility that some investors may have been naive, our
findings do not support the notion that the marginal investor was systematically
misled over the last decade by analysts’ recommendations.
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Appendix

This Appendix describes the characteristics of disclosing and nondisclosing
private securities firms, sheds some light on their decisions to publicly disclose
their income statements, and examines whether the resulting selection bias affects
our main results in Table 3. Table Al provides summary statistics of recom-
mendation levels and characteristics of disclosing and nondisclosing private se-
curities firms. Compared with nondisclosing firms, disclosing firms tend to be
smaller and more liquid and issue somewhat more optimistic stock recommen-
dations. The mean recommendation level is slightly higher for disclosing firms
than for nondisclosing firms. The median disclosing firm is smaller and holds
more liquid assets than the median nondisclosing firm. All these differences are
statistically significant. The two groups of firms have similar financial leverage
ratios and 2-year growth rates in total assets.

We next examine cross-sectional determinants of a private securities firm’s
decision to disclose its income statement. In an excellent review of the corporate
disclosure literature, Healy and Palepu (2001) point out that a firm is more
willing to voluntarily disclose financial information when it needs to raise external
financing and when it is less concerned that the disclosure would damage its
competitive position in product markets. Ceteris paribus, firms with greater
growth opportunities, higher financial leverage, and less liquid resources are
more likely to need external financing. They are more likely to be open with
potential investors by disclosing financial information, including their income
statements. Similarly, smaller firms are likely to have greater need for external
financing as they try to grow. In addition, given the intense competition in the
securities business, smaller private firms are also likely to be more willing to
disclose their profits and profitability because they have less business at stake.
For both reasons, smaller firms are likely to be more willing to disclose financial
information. We control for firm size by the natural logarithm of one plus total
assets in millions of dollars, for growth opportunities by the 2-year growth rate
of total assets, for financial leverage by the ratio of long-term debt to total assets,
and for liquidity by the ratio of cash and equivalents to total assets. We estimate
a probit regression of DISCLOSER, which equals one for a disclosing firm and
is zero otherwise.

In accordance with the predictions of corporate disclosure theory, the coef-
ficients on firm size and liquidity are negative, and the coefficient on growth is
positive. Contrary to the prediction, however, the coefficient on leverage is neg-
ative. All of these coefficients are highly statistically significant. The pseudo-R’-
value of this model is .08. To save space, these results are not shown in a table.

Finally, we examine whether the selection bias caused by a private securities
firm’s disclosure choice (and, consequently, the availability of data on IB revenue
percentage and commission revenue percentage) affects our main results in Table
3. While there is no Heckman selectivity correction for the ordered probit model,
there is one for the regular probit model. So we define a binary variable to

Exhibit No. ___
Schedule PMA-15
Page 30 of 35



Exhibit No.
Schedule PMA-15
Page 31 of 35

‘| = g (7sIasse |RIOL / 's1955E [EI0L) St Ahes yimosB 1d-7 Y, -(1ea4 95EQ AL SE £OOZ YIM PUE SISQIRU XIPU] 3dud JAWNSUOD Yim) paisipe uoneyul
216 SOUSIES IZIS WY DY, “S1eAk 120IG $5029 PAINAWILD 258 SHASLILEILYD JINVIY 0] SHISHELS AU, OIS © Surpuswiuoras siskjeue |je U poseq st pue sauenb Yoed jo
pua 3y} 1€ paIRALIO) S| [2A3] UOLEPUILILIODDL URIpIW 3], “djdwes sy up suenb YIE3 JO PU3 A IE SPAI| UOHEPUILLLLOI Siskjeue (eaplaipul wosy pandiuod e (343
UOKIEPUILLIO21 J0J SHISHLIS UL "WYY ISOPSIP 10U OP 1EY) SIAY0IQ I SIFOPSIPUL DM ‘NUIANEIS W0 JBY) ISOPSIP Apugnd eyl s19401q 34 $1950SKT AION

(349 9T 660" 0z0 7507 oy £690° 6b80° ates ymas3 Jeap-g
si9 c9¢ 1000 1s0° 101 100° 98l T6ET s1oss2 |£101 01 s1ajEanba pue yses :ipinbr
Sl g9t 100> 810 0 6T £T81° €890 SI9sST {010} 01 1G9P [BI0L
Sl9 S9¢ ¥00° 00 0 174 €590 6£50° S1ssE €10} 0} 1qap uud-duu]
:33e10a9) fetoueus
s19 S9¢ 100> 9501 L6°} 100> 86'89 0¥"92 (suotipw §) Aunba >oog
S19 SYt 100°> (3414 V27 100> 56981 LEEBE (suojjius §) s1asse [eI0L
221s WLy
890'181 LIWW'TY 100> 0 0 100> 010 9€£0° [9A9] ueIpaLL SNUIW 243
890'18!1 L'y 100> 1 4 4 100> 018¢ 706°¢ [9A9
:[9A3] UOLEPUIWIOINY
SIISOISIPUON  SIISOPSI] 153), wng SISO[ISIPUON  SISOPSI] ISL-1 JO  SIdSO[ISIPUON  SIISO[SI(Y Jqeues
P, juey jo anfep-d an|eAd
uelpapy ued

suLpg SonuUN3ag aieaug Susopsipuoy pue Sursopsi 10j sansneIg Aewumg
1V 31q8L



534 The Journal of LAW & ECONOMICS

measure an optimistic recommendation that equals one if an analyst’s recom-
mendation level on a stock exceeds the consensus level and equals zero otherwise.
We then replace the dependent variable in the regression in Section 4 with this
optimistic recommendation dummy. Using the subsample of private securities
firms, we estimate the resulting equation in two ways: (a) with a regular probit
model and (b) with a Heckman selectivity-corrected probit model, where we use
the equation described in the second paragraph of this Appendix as the selection
equation. When we use approach b, the coefficient of the selection term (that
is, the inverse Mills ratio) is statistically significant in the second-stage probit
regression. What is more important for our purposes is that the sign, magnitude,
and statistical significance of our main explanatory variables, the IB revenue
percentage and the commission revenue percentage, are similar in the regular
probit and the Heckman-corrected probit regressions. These results do not sup-
port the idea that our main findings are driven by the selection bias caused by
a private securities firm’s decision to disclose its revenue breakdown. To save
space, these results are not shown in a table.
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Chapter 5

The Equity Rlsk Premlum

The expected equity risk premium can be defined as the
additional retur an investor expects to receive to com-
pensate for the additional risk associated with investing in
equities as opposed 1o investing in riskless assets. It is an
essential component in several cost of equity estimation
models, including the buildup method, the capital asset
pricing model {CAPM), and the Fama- french three factor
model. It is important to note that the expected equity risk
premium, as it is used in discount rates and cost of capital
analysis, is a forward-locking concept. That is, the equity
risk premium that is used in the discount rate should be
refiective of what investors think the risk premium will be
going forward.

Unfortunately, the expected equity risk pramium is unob-
servable in the market and therefore must be estimated.
Typically, this estimation is arrived at through the use of
historical data. The historical equity risk premium can be
calculated by subtracting the long-term average of the
income retumn on the riskless asset (Treasuries) from the
long-term average Stock market return (measured over
the same period as that of the riskless asset). In using a
historical measure of the equity risk premium, one assumes
that what has happened in the past is representative of
what might be expected in the future. In other words,
the assumption one makes when using historical data to
measure the expected equity risk premium is that the rele-
tionship between the returns of the risky asset (equities)
and the riskless asset (Treasuries) is stable. The stability
of this relationship will be examined later in this chapter.

Since the expected equity risk premium must be estimated,
there is much controversy regarding how the estimation
should be conducted. A variety of different approaches 10
calculating the equity risk premium have been utilized over
the years. Such studies can be categorized into four groups
based on the approaches they have taken. The first group
of studies tries to derive the equity risk premium from his-
torical returns between stocks and bonds as was mentioned
above. The second group, embracing a supply side model,
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uses fundamental information such as eamings, dividends,
or overall economic productivity to measure the expected
equity risk premium. A third group adopts demand side
models that derive the expected retums of equities through
the payoff demanded by investors for bearing the risk of
equity investments.’ The opinions of financial profession-
als through broad surveys are relied upon by the fourth and
final group.

The range of equity risk premium estimates used in prac-
tice is surprisingly large. Using 3 low equity risk premium
estimate as opposed to a high estimate can have 8 sig-
nificant impact on the estimated value of a stream of cash
flows. This chapter addresses many of the controversies
surrounding estimation of the equity risk premium and
focuses primarily on the historical calculation but also
discusses the supply side model.

Calculating the Historical Equity Risk Premium

In measuring the historical equity risk premium one must
make a number of decisions that can impact the resulting
figure; some decisions have @ greater impact than oth-
ers. These decisions include selecting the stock market
benchmark, the risk-free asset, either an arithmetic or a
geometric average, and the time period for measurement.
Each of these factors has an impact on the resulting equity
risk premium estimate.

The Stock Market Benchmark

The stock market benchmark chosen should be 8 broad
index that reflects the behavior of the market as a whole.
Two examples of commonly used indexes are the S&P
500° and the New York Stock Exchange Composite Index.
Although the Dow Jones Industrial Average is @ popular
index, it would be inappropriate for calculating the equity
risk premium because it is 100 narrow.

We use the total return of our large company stock index
{currently represented by the S&P 500) as our market
benchmark when calculating the equity risk premium.
The S&P 500 was selected as the appropriate market
benchmark because it is representative of a large sample
of companies across a large number of industries. As of
Decamber 31, 1933, 88 separate industry groups were
included in the index, and the industry composition of the
index has not changed since. The S&P 500 is also one of
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the most widely accepted market benchmarks. In short,
the S&P 500 is a good measure of the equity market as a
whole. Table 5-1 illustrates the equity risk premium calcula-
tion using several different market indices and the income
return on three government bonds of different horizons.

Table 5-1: Equity Risk Premium with Different Market lndices

Equity Risk Premia
long- Intermediate-  Short-
Horlzon (%)}  Horizon {%) Horkzon (%]
S&P 500 6.72 122 8.22
Total Value-Weighted NYSE 652 103 802
NYSE Deciles 1-2 599 6.50 749

Data from 1926-2010.

The equity risk premium is calculated by subtracting the
arithmetic mean of the government bond income return
from the arithmetic mean of the stock market total return.
Table 5-2 demonstrates this calculation for the long-horizon
equity risk premium.

Tahle 5-2: Long-Horizon Equity Risk Premium Calcutation

Asithmetic Mean
Market Total  Risk-Free  Equity Risk
Long-Hosizon Retum |%) Rate(%)  Premivm(%)
S&P 500 1ne - 517 = 672°
Total Value-Weighted NYSE 1M69 =~ 517 = 6852
NYSE Deciles 1-2 1115 - 517 = 599*

Data kom 1926~2010. *dilfesence due o rounding.

Data for the New York Stock Exchange is obtained from
Morningstar and the Center for Research in Security Prices
(CRSP) at the University of Chicago’s Graduate School of
Business. The “Total” series is a capitalization-weighted
index and includes all stocks traded on the New York Stock
Exchange except closed-end mutual funds, real estate
investment trusts, foreign stocks, and Americus Trusts.
Capitalization-weighted means that the weight of each
stock in the index, for a given month, is proportionate to
its market capitalization {price times number of shares
outstanding) at the beginning of that month. The “Decile
1-2" series includes all stocks with capitalizations that
rank within the upper 20 percent of companies traded on
the New York Stock Exchange, and it is therefore a large-
capitalization index. For more information on the Center
for Research in Security Pricing data methodology, see
Chapter 7.
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The resulting equity risk premia vary somewhat depending
on the market index chosen. It is expected that using the

“Total" series will result in a higher equity risk premium
than using the “Decile 1-2" series, since the “Decile 1-2°
series is a large-capitalization series. As of September 30,
2010, deciles 1-2 of the New York Stock Exchange con-
tained the largest 274 companies traded on the exchange.
The “Total" series includes smaller companies that have
had historically higher retums, resulting in a higher equity
risk premium.

The higher equity risk premium arrived at by using the S&p
500 as a market benchmark is more difficult to explain. One
possible explanation is that the S&P 500 is not restricted
to the largest 500 companies; other considerations such as
industry composition are taken into account when deter-
mining if a company should be included in the index. Some
smaller stocks are thus included, which may result in the
higher equity risk premium of the index. Another possible
explanation would be what is termed the “S&P inclusion
effect.” 1t is thought that simply being included among
the stocks listed on the S&P 500 augments & company's
returns. This is due to the large quantity of institutional
funds that flow into companies that are listed in the index.

Comparing the S&P 500 total retums to those of another
large-capitalization stock index may help evaluate the
potential impact of the “S&P inclusion effect.” Prior to
March 1957, the S&P index that is used throughout this
publication consisted of 90 of the largest stocks. The
index composition was then changed to include 500
large-capitalization stocks that, as stated earlier, are
not necessarily the 500 largest. Deciles 1-2 of the NYSE
contained just over 200 of the largest companies, ranked
by market capitalization, in March of 1857. The number of
companies included in the deciles of the NYSE fluctuates
from quarter to quarter, and by September of 2010, deciles
1-2 contained 274 companies. Though one cannot draw
8 causal relationship between the change in construction
and the correlation of these two indices, this analysis does
indicate that the “S&P inclusion effect” does not appear {0
be very significant in recent periods.

Another possible explanation could be differences in
how survivorship is treated when caiculating retums.
The Center for Research in Security Prices includes the
return for 8 company in the average decile retum for the
period following the company's removal from the decile,
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whether caused by a shift 10 a different decile portfolio,
bankruptcy, or other such reason. On the other hand, the
S&P 500 does not make this adjustment. Once a company
isnolongerincluded among the S&P 500, its retumis dropped
from the index. However, this effect may be lessened
by the advance announcement of companies being dropped
from or added to the S&P 500. In many instances through-
aut this publication we will present equity risk premia
using both the S&P 500 and the NYSE "Deciles 1-2"
portfolio to provide a comparison between these large-
capitalization benchmarks.

The Market Benchmark and Firm Size

Although not restricted to include only the 500 largest
companies, the S&P 500 is considered a large company
index. The returns of the S&P 500 are capitalization
weighted, which means that the weight of each stock in
the index, for a given month, is proporiionate to its market
capitalization {price times number of shares outstanding) at
the beginning of that month. The larger companies in the
index therefore receive the majority of the weight. The use
of the NYSE "Deciles 1-2" series results in en even purer
large company index. Yet many valuation professionals
are faced with valuing small companies, which historically
have had different risk and return characteristics than large
companies. If using a large stock index to calculate the
equity risk premium, an adjustment is usually needed to
account for the different risk and return characteristics of
small stocks. This will be discussed further in Chapter 7 on
the size premium.

The Risk-Free Asset

The equity risk premium can be calculated for a variety of
time horizons when given the choice of risk-free asset to be
used in the calculation. The 2011 ibbotson® Stocks, Bonds,
Bills, and Infiation® Classic Yearbook provides equity risk
premia calculations for short-, intermediate-, and long-term
horizons. The short-, intermediate-, and long-horizon equity
fisk premia are calculated using the income return from a
30-day Treasury bill, a 5-year Treasury bond, and a 20-year
Treasury bend, respectively.

Although the equity risk premia of several horizons are
available, the long-horizon equity risk premium is pre-
ferable for use in most business-valuation settings, even
if an investor has a shorter time horizon. Companies are
entities that generally have no defined life span; when
determining @ company's value, it is important to use a
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long-term discount rate because the life of the company is
assumed to be infinite. For this reason, it is appropriate in
most cases to use the long-horizon equity risk premium for
business valuation.

20-Year versus 30-Year Treasuries

Our methodology for estimating the long-harizon equity
risk premium makes use of the income retum on a 20-year
Treasury bond; however, the Treasury currently does not
issue a 20-year bond. The 30-year bond that the Treasury
recently began issuing again is theoretically more correct
due to the long-term nature of business valuation, yet
ibbotson Associates instead creates a series of returns
using bonds on the market with approximately 20 years to
maturity. The reason for the use of a 20-year maturity bond
is that 30-year Treasury securities have only been issued
over the relatively recent past, starting in February of 1977,
and were not issued at all through the early 2000s.

The same reason exists for why we do not use the 10-year
Treasury bond—a long history of market data is not avail-
able for 10-year bonds. We have persisted in using a 20-year
bond to keep the basis of the time series consistent.

Income Return

Anather point to keep in mind when calculating the equity
risk premium is that the income retum on the appropriate-
horizen Treasury security, rather than the total retum, is
used in the calculation. The total retum is comprised of
three retum components: the income retumn, the capital
appreciation retum, and the reinvestment return. The
income return is defined as the portion of the total retun
that results from a periodic cash flow or, in this case, the
bond coupon payment The capital appreciation retum
results from the price change of a bond over a specific peri-
od. Bond prices generatly change in reaction to unexpected
fluctuations in yields. Reinvestment retum is the return on
a given month’s investment income when reinvested into
the same asset class in the subsequent months of the year.
The income retum is thus used in the estimation of the
equity risk premium because it represents the truly riskless
portion of the retumn.?

Yields have generally risen on the long-term bond over the
1926-2010 period, so it has experienced negative capital
appreciation over much of this time. This trend has tumed
around since the 1980s, however. Graph 5-1 illustrates
the yields on the long-term government bond series
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compared to an index of the long-term government bond
capital appreciation. In general, as yields rose, the capital
appreciation index fell, and vice versa. Had an investor held
the long-term bond to maturity, he would have realized
the yield on the bond as the total return. However, in a
constant maturity portfolio, such as those used to measure
bond returns in this publication, bonds are sold before
maturity [at a capital loss if the market yield has risen since
the time of purchase). This negative return is associated
with the risk of unanticipated yield changes.

Graph 5-1: Long-term Government Bond Yields versus Capital
Appreciation Index

Index (5) Yield (%)
15 ' 160

1959 1876 1993
Capital Appreciation ~ —

1925 1942
Year-end —_—

Data from 1925-2010.

For example, if bond yields rise unexpectedly, inves-
tors can receive a higher coupon payment from
a newly issued bond than from the purchase of an
outstanding bond with the former lower-coupon
payment. The outstanding lower-coupon bond will thus fail
10 attract buyers, and its price will decrease, causing its
yield to increase correspondingly, as its coupon payment
remains the same. The newly priced outstanding bond
will subsequently attract purchasers who will benefit from
the shift in price and yield; however, those investors who
already held the bond will suffer a capital loss due to the
fall in price.

Exhibit No. ___
Schedule PMA-16
Page 6 of 11

Anticipated changes in yields are assessed by the market
and figured into the price of a bond. Future changes in
yields that are not anticipated will cause the price of the
bond to adjust accordingly. Price changes in bonds due to
unanticipated changes in yields introduce price risk into
the total retum. Therefore, the total return on the bond
series does not represent the riskless rate of retun.The
income retum better represents the unbiased estimate of
the purely riskless rate of retumn, since an investor can hold
a bond to maturity and be entitled to the income return with
no capital loss.

Arithmetic versus Geometric Means

The equity risk premium data presented in this book are
arithmetic average risk premia as opposed to geometric
average risk premia. The arithmetic average equity risk pre-
mium can be demonstrated to be mast appropriate when
discounting future cash flows. For use as the expected
equity risk premium in either the CAPM or the building
block approach, the arithmetic mean or the simple differ-
ence of the arithmetic means of stock market retumns and
riskless rates is the relevant number. This is because both
the CAPM and the building block approach are additive
maodels, in which the cost of capital is the sum of its parts.
The geometric average is more appropriate for report-
ing past performance, since it represents the compound
average returmn.

The argument for using the arithmetic average is quite
straightforward. In looking at projected cash flows, the
equity risk premium that should be employed is the equity
risk premium that is expected to actually be incurred over
the future time periods. Graph 5-2 shows the realized
equity risk premium for each year based on the returns of
the S&P 500 and the income retum on long-term govern-
ment bonds. {The actual, observed difference between the
return on the stock market and the riskless rate is known
as the realized equity risk premium.) There is considerable
volatility in the year-by-year statistics. At times the realized
equity risk premium is even negative.
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Graph 5-2 Realized Equity Risk Premium Per Year

Average Equity Risk Premium (%)
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Data from 1926-2010.

To illustrate how the arithmetic mean is mosre appro-
priate than the geometric mean in discounting
cash flows, suppose the expected feturn on @ stack
is 10 percent per year with a standard deviation of
20 percent. Also assume that only two outcomes are pos-
sible each year: +30 percent and —10 percent {i.e., the mean
plus of minus one standard deviation). The probability
of occurence for each outcome is equal. The growth of
wealth over a two-year period is illustrated in Graph 5-3.

Graph 5-3: Growth of Wealth Example

s1.70

$0.60
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The most common outcome of $1.17 is given by the geo-
metric mean of 8.2 percent. Compounding the possible
outcomes as follows derives the geometric mean:

[(++020)x(1-010))V2-1=008

However, the expected value is predicted by compounding
the arithmetic, not the geametric, mean. Ta illustrate this,
we need to look at the probability-weighted average of all
possible outcomes:

{0.25 % $1.69} = §0.4225
+ [0.50 X $1.17) = $0.5850
+ (0.25 X $0.81) = $0.2025
Total $1.2100

Therefore, $1.21 is the probability-weighted expected
value. The rate that must be compounded to achieve the
terminal value of $1.21 after 2 years is 10 percent, the
arithmetic mean:

six(1+0:10)2 =511

The geometric mean, when compounded, results in the
median of the distribution:

stx(1+0082)7 =$1.17

The arithmetic mean equates the expected future value
with the present value; it is therefore the appropriate
discount rate.

Appropriate Historical Time Period

The equity risk premium can be estimated using any his-
torical time period. For the U.S., market data exists at least
as far back as the late 1800s. Therefore, it is possible to
estimate the equity risk premium using data that covers
roughly the past 100 years.

Our equity risk premium covers the time period from
1926 to the present. The original data source for the time -
series comprising the equity risk premium is the Center
for Research in Security Prices. CRSP chose to begin their
analysis of market retumns with 1926 for two main reasons.
CRSP determined that the time period around 1926 was
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approkimately when quality financial data became avail-
able. They also made a conscious effort to include the
period of extreme market volatility from the late twenties
and early thirties; 1926 was chosen because it includes
one full business cycle of data before the market crash of
1929. These are the most basic reasons why our equity risk
premium calculation window starts in 1926.

Implicit in using history to forecast the future is the
assumption that investors’ expectations for future out-
comes conform to past results. This method assumes that
the price of taking on risk changes only slowly, if at all,
over time. This "future equals the past™ assumption is most
applicable 10 a random time-series variable. A time-series
variable is random if its value in one period is independent
of its value in other periods.

Does the Equity Risk Premium Revert to lts Mean

Over Time?

Some have argued that the estimate of the equity risk
premium is upwardly biased since the stock market is cur-
rently priced high. In other words, since there have been
several years with extraordinarily high market returns and
realized equity risk premia, the expectation is that returns
and realized equity risk premia will be lower in the future,
bringing the average back to 8 normalized level. This argu-
ment relies on several studies that have tried to determine
whether reversion to the mean exists in stock market prices
and the equity risk premium.? Several academics contradict
each other on this topic; moreover, the evidence supporting
this argument is neither conclusive nor compelling enough
to make such a strong assumptian.

Our own empirical evidence suggests that the yearly dif-
ference between the stock market total retum and the
U.S. Treasury bond income return in any particular year is
random. Graph 5-2, presented earier, illustrates the ran-
domness of the realized equity risk premium.

A statistical measure of the randomness of a return series is
its serial correlation. Serial correlation {or autocorrelation)
is defined as the degree to which the retum of a given series
is related from period 1o period. A seriel comelation near
positive one indicates that returns are predictable from one
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period to the next period and are positively related. That
is, the returns of one period are a good predictor of the
returns in the next period. Conversely, a serial correfation
near negative one indicates that the retums in one period
are inversely related 1o those of the next period. A serial
correlation near zero indicates that the retumns are random
or unpredictable from one period to the next. Table 5-3
contains the serial correlation of the market total retums,
the realized long-horizon equity risk premium, and infiation.

Table 5-3: Interpretation of Annual Serial Cocrelations

Serial Inter-
Seriss Correlation pretation
Large Company Stack Total Retuns 0.02 Random
Equity Risk Pramium 0.02 Random
Inflation Rates 0.64 Trend
Data from 1926-2010.

The significance of this evidence is that the realized equity
risk premium next year will not be dependent on the real-
ized equity risk premium from this year. That is, there is ne
discemable pattern in the realized equity risk premium—it
is virtually impossible to forecast next year's realized risk
premium based on the premium of the previous year. For
example, if this year's difference between the riskless
rate and the retum on the stock market is higher than last
year’s, that does not imply that next year's will be higher
than this year's. It is as likely to be higher as it is lower. The
best estimate of the expected value of a variable that has
behaved randomly in the past is the average {or arithmetic
mean) of its past values.

Table 5-4 also indicates that the equity risk premium var-
jes considerably by decade. The complete decades ranged
from a high of 17.9 percent in the 1350s to & low of -3.7
percent in the 2000s. This look at historical equity fisk
premium reveals no observable pattern.

Table 5-4: Long-Horizon Equity Risk Premium by Decade (%)

2001-
1920s° 18305 19405 1950s 1960s 19705 1880s 19%0s 2000 2010
176 23 80 179 42 03 78 1271 37 -1
Daa from 1926-2010.
*Based on the period 1326-1923.

Chapter 5: The Equity Risk Premium

i:.a-.




Finderty and Leistikow perform more econometrically
sophisticated tests of mean reversion in the equity risk
premium. Their tests demonstrate that—as we suspected
from our simpler tests—the equity risk premium that was
realized over 1926 to the present was almost parfectly free
of mean reversion and had no statistically identifiable time
trends.* Lo and MacKinlay conclude, “the rejection of the
random walk for weekly returns does not support a mean-
reverting model of asset prices.”

Choosing an Appropriate Historical Period

The estimate of the equity risk premium depends on the
length of the data series studied. A proper estimate of the
equity risk premium requires a data series long enough to
give a reliable average without being unduly influenced
by very good and very poor short-term returns. When
calculated using a long data series, the historical equity
risk premium is relatively stable.? Furthermore, because an
average of the realized equity risk premium is quite volatile
when calculated using a short history, using a long series
makes it less likely that the analyst can justify any number
he or she wants. The magnitude of how shorter periods
can affect the result will be explored later in this chapter.

Some analysts estimate the expected equity risk premium
using a shorter, more recent time period on the basis that
recent events are more likely to be repested in the near
future; furthermore, they believe that the 1920s, 1930s,
and 1940s contain too many unusual events. This view
is suspect because all periods contain “unusual” events.
Some of the most unusual events of the last hundred years
took place quite recently, including the inflation of the late
1970s and early 1980s, the October 1967 stock market
crash, the collapse of the high-yield bond market, the major
contraction and consolidation of the thyift industry, the col-
lapse of the Soviet Union, the development of the European
Economic Community, the attacks of September 11, 2001
and the more recent liquidity crisis of 2008 and 2008.

It is even difficult for economists to predict the economic
environment of the future. For example, if one were ana-
lyzing the stock market in 1987 before the crash, it would
be statistically improbable to predict the impending shornt-
term volatility without considering the stock market crash
and market volatility of the 19291931 period.
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Without an appreciation of the 1920s and 1930s, no one
would believe that such events could happen. The B5-year
period starting with 1926 is representative of what can
happen: it includes high and low retums, volatile and quiet
markets, war and peace, inflation and deflation, and pros-
perity and depression. Restricting attention to a shorter
historical period underestimates the amount of change
that could occur in a long future period. Finally, because
historical event-types [not specific events) tend to repeat
themselves, long-run capital market return studies can
reveal a great deal about the future. Investors probably

.expect “unusual” events to occur from time to time, and

their retum expectations reflect this.

A Look at the Historical Resuits

it is interesting to take a look at the realized retums
and realized equity risk premium in the context of the
above discussion. Table 55 shows the average stock
market retumn and the average larithmetic mean) realized
long-horizon equity risk premium over various historical
time periods. Similarly, Graph 55 shows the average
{arithmetic mean) realized equity risk premium calcu-
lated through 2010 for different ending dates. The table
and the graph both show that using a longer historical
period provides a more stable estimate of the equity
risk premium. The reason is that any unique period will
not be weighted heavily in an average covering a longer
historical period. It better represents the probability of
these unique events occurring over a long period of time.

Table 5-5: Stock Market Ratum and Equity Risk Premium Over Time

2011 Ibbotson® SBBI® Valuation Yearhook

Large Company

Slock Aritumetic Long-Horizon
Length Period Mean Tota! Equity Risk
{Vrs) Dates Rewm(%)  Premnen (%)
85 1926-2010 1.8 6.7
0 1941-2010 126 70
60 1951-2010 12.3 6.1
50 1961-2010 112 a4
0 1971-2010 118 45
30 1981-2010 122 50
20 1991-2010 1o 53
15 1996-2010 89 37
10 2001-2010 36 -11
) 2006-2010 52 08
Data rom 1926-2010.
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Graph 5-4: Equity Risk Premium Using Different Starting Dates

Average Equity Risk Premium Thiough 2010 {%)
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Data from 1926-2010.

Looking carefulty at Graph 5-4 will clarify this point. The
graph shows the realized equity risk premium for a series
of time periods threugh 2010, starting with 1826. In other
words, the first value on the graph represents the average
realized equity risk premium over the period 1926-2010.
The next value on the graph represents the average real-
ized equity risk premium over the period 19272010, and so
on, with the last value representing the average over the
most recent five years, 2006-2010. Concentrating on the
left side of Graph 5-5, one notices that the realized equity
tisk premium, when measured over long periods of time,
is relatively stable. In viewing the graph from left to right,
moving from longer to shorter historical periods, one sees
that the value of the realized equity risk premium begins
to decline significantly. Why does this occur? The reason
is that the severe bear market of 1973-1974 is receiving
proportionately more weight in the shorter, more recent
average. If you continue to follow the line to the right,
however, you will also notice that when 1973 and 1974 fall
out of the recent average, the realized equity risk premivm
jumps up by nearly 1.2 percent.
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Additionally, use of recent historical periods for estima-
tion purposes can lead to illogical conclusions. As seen in
Table 5-5, the bear market in the early 2000’s and in 2008
has caused the realized equity risk premium in the shorter
historical periods to be lower than the long-term average.

The impact of adding one additional year of data to a
historical average is lessened the greater the initial
time period of measurement. Short-term averages can be
affected considerably by one or more unique observations.
On the other hand, long-term averages produce more stable
results. A series of graphs looking at the realized equity
risk premium will illustrate this effect. Graph 5-5 shows
the average (arithmstic mean) realized long-horizon equity
risk premium starting in 1926. Each additional point on
the graph represents the addition of snather year to the
average. Although the graph is extremely volatile in the
beginning periods, the stability of the long-term average is
quite remarkable. Again, the “unique” periods of time will
not be weighted heavily in a long-term average, resulting
in a more stable estimate.

Graph 5-5: Equity Risk Premium Using Ditferent Ending Dates

Avetage Equity Risk Premium Begianing 1926 {%}
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%
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5
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Ending Date

Data rom 1826~2010.
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Graph 5-6: Equity flisk Premium Over 30-Year Periods

Average Equity Risk Premium (%)
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Data from 1976-2010.

Some practitioners argue for a shorter histarical time peri-
ad, such as 30 years, as a basis for the equity risk premium
estimation. The logic for the use of a shorter period is that
historical events and economic scenarios present before
this time are unlikely to be repeated. Graph 5-6 shows the
equity risk premivm measured over 30-year periods, and it
appears from the graph that the premium has been trend-
ing downwards. The 30-year equity risk premium remained
close to 4 percent for several years in the 1980s and 1990s.
However, it has fallen and then risen in the most recent
30-year periods.

The key to understanding this result lies again in the years
1973 and 1974. The oil embargo during this period had a
tremendous effect on the market. The equity risk premium
for these years alone was -21 and -34 percent, respectively.
Periods that include the years 1973 and 1974 result in an
average equity risk premium as low as 3.1 percent. In the
most recent 30-year periods that excludes 1973 and 1974,
the average rises to over 6 percent. The 2000s have also
had an enormous effect on the equity risk premium.

It is difficult to justify such a large divergence in esti-
mates of return over such a short period of time. This
does not suggest, however, that the years 1973 and 1974
should be excluded from any estimate of the equity risk
premium; rather, it emphasizes the importance of using
a long historical period when measuring the equity risk
premium in order to obtain a reliable average that is not

Exhibit No. ____
Schedule PMA-16
Page 11 of 11

overly influenced by short-term retums. The same holds
true when analyzing the poor performance of the early
2000s and 2008.

Doss the Equity Risk Premium Represent Minority or
Controlling Interest?

There is quite a bit of confusion among valuation practi-
tioners regarding the use of publicly traded company data
to derive the equity fisk premium. Is 3 minarity discount
implicit in this data? Recall that the equity risk premium
is typically derived from the returns of a market index:
the S&P 500, the New York Stock Exchange {NYSE), or the
NYSE Deciles 1-2. {The size premia that are covered in
Chapter 7 are derived from the returns of companies traded
on the NYSE, in addition to those on the NYSE AMEX and
NASDAQ). Both the S&P 500 and the NYSE include a pre-
ponderance of companies that are minority held. Does this
imply that an equity risk premium (or size premium) derived
from these data represents a minority interest premium?
This is a critical issue that must be addressed by the
valuation professional, since applying a minority discount
or a control premium can have a material impact on the
ultimate value derived in an appraisal.

Since most companies in the S&P 500 and the NYSE are
minority held, some assume that the risk premia derived
from these retum data represent minority retums and
therefore have a minority discount implicit within them. -
However, this assumption is not correct. The retums that
are generated by the S&P 500 and the NYSE represent
returns to equity holders. While most of these companies
are minority held, there is no evidence that higher rates of
return could be earned if these companies were suddenly
acquired by majority shareholders. The equity risk premium
represents expected premiums that holders of securities of
a similar nature can expect to achieve on average into the
future. There is no distinction between minofity owners
and controlling owners.

The discount rate is meant to represent the underlying risk
of being in a particular industry or line of business. There
are instances when a majority shareholder can acquire a
company and improve the cash flows generated by that
company. However, this does not necessarily have an
impact an the general risk level of the cash flows generated
by the company.
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Carolina Water Service, Inc.
ORS Witness Dr. Gordon's CAPM Analysis Corrected to Reflect Arithmetic Mean

Historical Total Returns and the Empirical CAPM

Calculation of Long-Run Average Return

Decile Total Return

10.9 %
12.9
13.6
13.9
14.8
16.0
15.4
16.5
17.2
21.0

O WO~NOOODEWN -~

-

Average 156.1 %

Source of Information: lbbotson®

SBBI® 2011 Classis Yearbook - Market
Results for Stocks, Bonds, Bills, and
Inflation 1926-2010, Morningstar, Inc.,
2011 Chicago, IL, p. 94.




Carolina Water Service, Inc.
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ORS Witness Dr. Gordon's CAPM Analysis Corrected to Reflect

Arithmetic Mean Historical Total Returns and the Empirical CAPM

Line No.

1.

W

N o

®

10.
1.
12.

13.

14.

Notes:

(1) From page 1 of this Schedule.
(2) From Exhibit DHC-9, page 2.

Expected Market Return
Forecasted Risk-Free Rate

Forecasted Market
Equity Risk Premium
Proxy Group Beta
Proxy Group Specific
Equity Risk Premium
Risk-Free Rate

Traditional CAPM Result

Forecasted Market
Equity Risk Premium
Proxy Group Beta
Proxy Group Specific
Equity Risk Premium
Risk-Free Rate

Empirical CAPM Result

Average of Traditional
& Empirical CAPM

ORS Witness Carlisle's

CAPM Result

Traditional CAPM

15.10

10.10

0.7222

7.29
5.00

12.29

% (1)

(5.00) (2)

%
2

%
(2
%

Empirical CAPM

10.10

0.7222

8.00
5.00
13.00

12.65

9.48

% (1)
(2)

% (3)
()

%

%

% (2)

(3) ECAPM formula derived on Exhibit No. __» Schedule PMA-

10, page 3 of 3, Note 4.
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Chapter 6: Alternative Asset Pricing Models

The model is analogous to the standard CAPM, but with the return on a
minimum risk portfolio that is unrelated to market returns, Rz, replacing the
risk-free rate, Rg. The model has been empirically tested by Black, Jensen,
and Scholes (1972), who find a flatter than predicted SML, consistent with
the model and other researchers’ findings. An updated version of the Black-
Jensen-Scholes study is available in Brealey, Myers, and Allen (2006) and
reaches similar conclusions.

The zero-beta CAPM cannot be literally employed to estimate the cost of
capital, since the zero-beta portfolio is a statistical construct difficult to repli-
cate. Attempts to estimate the model are formally equivalent to estimating
the constants, a and b, in Equation 6-2. A practical altemative is to employ
the Empirical CAPM, to which we now turn.

6.3 Empirical CAPM

As discussed in the previous section, several finance scholars have developed
refined and expanded versions of the standard CAPM by relaxing the con-
straints imposed on the CAPM, such as dividend yield, size, and skewness
effects. These enhanced CAPMs typically produce a risk-return relationship
that is flatter than the CAPM prediction in keeping with the actual observed
risk-return relationship. The ECAPM makes use of these empirical findings.
The ECAPM estimates the cost of capital with the equation:

K=R+ &+ p X (MRP — &) (6-5)

where ¢ is the ‘‘alpha’’ of the risk-return line, a constant, and the other
symbols are defined as before. All the potential vagaries of the CAPM are
telescoped into the constant &, which must be estimated econometrically from
market data. Table 6-2 surmarizes'” the empirical evidence on the magnitude
of alpha !

1% The technique is formally applied by Litzenberger, Ramaswamy, and Sosin (1980)
to public utilities in order to rectify the CAPM’s basic shortcomings. Not only do
they summarize the criticisms of the CAPM insofar as they affect public utilities,
but they also describe the econometric intricacies involved and the methods of
circumventing the statistical problems. Essentially, the average monthly returns
over a lengthy time period on a large cross-section of securities grouped into
portfolios are related to their corresponding betas by statistical regression techniques;
that is, Equation 6-5 is estimated from market data. The utility's beta value is
substituted into the equation to produce the cost of equity figure. Their own results
demonstrate how the standard CAPM underestimates the cost of equity capital of
public utilities because of utilities’ high dividend yield and return skewness.

" Adapted from Vilbert (2004).
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TABLE 6-2

EMPIRICAL EVIDENCE ON THE ALPHA FACTOR
Author Range of alpha
Fischer (1993) -3.6% to 3.6%
Fischer, Jensen and Scholes (1972) —-9.61% to 12.24%
Fama and McBeth (1972) 4.08% 10 9.36%
Fama and French (1992) 10.08% to 13.56%
Litzenberger and Ramaswamy (1979) 5.32% 10 8.17%
Litzenberger, Ramaswamy and Sosin (1980) 1.63% 10 5.04%
Pettengiil, Sundaram and Mathur (1995) 4.6%
Morin (1989) 2.0%

For an alpha in the range of 1%—2% and for reasonable values of the market
risk premium and the risk-free rate, Equation 6-5 reduces to the following
more pragmatic form:

K = R; + 0.25 (Ry — R¢) + 0.75 B(Ru — R¢) (6-6)

Over reasonable values of the risk-free rate and the market risk premium,
Equation 6-6 produces results that are indistinguishable from the ECAPM of
Equation 6-5.”

An alpha range of 1%-2% is somewhat lower than that estimated empirically.
The use of a lower value for alpha leads to a lower estimate of the cost of
capital for low-beta stocks such as regulated utilities. This is because the use
of a long-term risk-free rate rather than a short-term risk-free rate already
incorporates some of the desired effect of using the ECAPM. That is, the

12 Typical of the empirical evidence on the validity of the CAPM is a study by Morin
(1989) who found that the relationship between the expected return on a security
and beta over the period 1926-1984 was given by:

Return = 0.0829 + 0.0520 8

Given that the risk-free rate over the estimation period was approximately 6% and
that the market risk premium was 8% during the period of study, the intercept of
the observed relationship between return and beta exceeds the risk-free rate by
about 2%, or 1/4 of 8%, and that the slope of the relationship is close to 3/4 of
8%. Therefore, the empirical evidence suggests that the expected return on a security
is related to its risk by the following approximation:

K= Re + x(Ry — R) + (1 — x)B(Ry — Ry)

where x is a fraction to be determined empirically. The value of x that best explains
the observed relationship Return = 0.0829 + 0.0520 B is between 0.25 and 0.30.
If x = 0.25, the equation becomes:

K = R; + 025(RM - Rp) + 0.753(Ru - RF)
190
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long-term risk-free rate version of the CAPM has a higher intercept and a
flatter slope than the short-term risk-free version which has been tested. Thus,
it is reasonable to apply a conservative alpha adjustment. Moreover, the
lowering of the tax burden on capital gains and dividend income enacted in
2002 may have decreased the required return for taxable investors, steepening
the slope of the ECAPM risk-return trade-off and bring it closer to the CAPM

predicted returns.”

To illustrate the application of the ECAPM, assume a risk-free rate of 5%,
a market risk premium of 7%, and a beta of 0.80. The Empirical CAPM
equation (6-6) above yields a cost of equity estimate of 11.0% as follows:

K = 5% + 0.25 (12% — 5%) + 0.75 X 0.80 (12% — 5%)
50% + 1.8% + 4.2%
= 11.0%

As an alternative to specifying alpha, see Example 6-1.

Some have argued that the use of the ECAPM is inconsistent with the use
of adjusted betas, such as those supplied by Value Line and Bloomberg. This
is because the reason for using the ECAPM is to allow for the tendency of
betas to regress toward the mean value of 1.00 over time, and, since Value
Line betas are already adjusted for such trend, an ECAPM analysis results
in double-counting. This argument is erroneous. Fundamentally, the ECAPM
is not an adjustment, increase or decrease, in beta. This is obvious from the
fact that the expected return on high beta securities is actually lower than that
produced by the CAPM estimate. The ECAPM is a formal recognition that
the observed risk-return tradeoff is flatter than predicted by the CAPM based
on myriad empirical evidence. The ECAPM and the use of adjusted betas
comprised two separate features of asset pricing. Even if a company’s beta
is estimated accurately, the CAPM still understates the return for low-beta
stocks. Even if the ECAPM is used, the return for low-beta securities is
understated if the betas are understated. Referring back to Figure 6-1, the
ECAPM is a return (vertical axis) adjustment and not a beta (horizontal
axis) adjustment. Both adjustments are necessary. Moreover, recall from
Chapter 3 that the use of adjusted betas compensates for interest rate sensitivity
of utility stocks not captured by unadjusted betas.

3 The lowering of the tax burden on capital gains and dividend income has no impact
as far as non-taxable institutional investors (pension funds, 401K, and mutual funds)
are concerned, and such investors engage in very large amounts of trading on
security markets. It is quite plausible that taxable retail investors are relatively
inactive traders and that large non-taxable investors have a substantial influence on
capital markets.
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The Capital Asset Pricing Model:
‘Theory and Evidence

Eugene F. Fama and Kenneth R. French

Lintner (1965) marks the birth of asset pricing theory (resulting in a

Nobel Prize for Sharpe in 1990). Four decades later, the CAPM is still
widely used in applications, such as estimating the cost of capital for firms and
evaluating the performance of managed portfolios. It is the centerpiece of MBA
investment courses. Indeed, it is often the only asset pricing model taught in these
courses.!
The attraction of the CAPM is that it offers powerful and intuitively pleasing
predictions about how to measure risk and the relation between expected return
and risk. Unfortunately, the empirical record of the model is poor—poor enough
to invalidate the way it is used in applications. The CAPM’s empirical problems may
reflect theoretical failings, the result of many simplifying assumptions. But they may
also be caused by difficulties in implementing valid tests of the model. For example,
the CAPM says that the risk of a stock should be measured relative to a compre-
hensive “market portfolio” that in principle can include not just traded financial
assets, but also consumer durables, real estate and human capital. Even if we take
a narrow view of the model and limit its purview to traded financial assets, is it

T he capital asset pricing model (CAPM) of William Sharpe (1964) and John

! Although every asset pricing model is a capital asset pricing model, the finance profession reserves the
acronym CAPM for the specific model of Sharpe (1964), Lintner (1965) and Black (1972) discussed
here. Thus, throughout the paper we refer to the Sharpe-Lintner-Black model as the CAPM.

» Eugene F. Fama is Robert R. McCormick Distinguished Service Professor of Finance,
Graduate School of Business, University of Chicago, Chicago, Illinois. Kenneth R. French is
Carl E. and Catherine M. Heidt Professor of Finance, Tuck School of Business, Dartmouth
College, Hanover, New Hampshire. Their e-mail addresses are (eugene.fama@gsb.uchicago.
edv) and (kfrench@dartmouth.edu), respectively.
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legitimate to limit further the market portfolio to U.S. common stocks (a typical
choice), or should the market be expanded to include bonds, and other financial
assets, perhaps around the world? In the end, we argue that whether the model’s
problems reflect weaknesses in the theory or in its empirical implementation, the
failure of the CAPM in empirical tests implies that most applications of the model
are invalid.

We begin by outlining the logic of the CAPM, focusing on its predictions about
risk and expected return. We then review the history of empirical work and what it
says about shortcomings of the CAPM that pose challenges to be explained by
alternative models.

The Logic of the CAPM

The CAPM builds on the model of portfolio choice developed by Harry
Markowitz (1959). In Markowitz’s model, an investor selects a portfolio at time
t — 1 that produces a stochastic return at &. The model assumes investors are risk
averse and, when choosing among portfolios, they care only about the mean and
variance of their one-period investment return. As a result, investors choose “mean-
variance-efficient” portfolios, in the sense that the portfolios 1) minimize the
variance of portfolio return, given expected return, and 2) maximize expected
_ return, given variance. Thus, the Markowitz approach is often called a “mean-
variance model.”

The portfolio model provides an algebraic condition on asset weights in mean-
variance-efficient portfolios. The CAPM turns this algebraic statement into a testable
prediction about the relation between risk and expected return by identifying a
portfolio that must be efficient if asset prices are to clear the market of all assets.

Sharpe (1964) and Lintner (1965) add two key assumptions to the Markowitz
model to identify a portfolio that must be mean-variance-efficient. The first assump-
tion is complete agreement. given market clearing asset prices at ¢ — 1, investors agree
on the joint distribution of asset returns from ¢ — 1 to . And this distribution is the
true one—that is, it is the distribution from which the returns we use to test the
model are drawn. The second assumption is that there is borrowing and lending at a
risk-free rate, which is the same for all investors and does not depend on the amount
borrowed or lent.

Figure 1 describes portfolio opportunities and tells the CAPM story. The
horizontal axis shows portfolio risk, measured by the standard deviation of portfolio
return; the vertical axis shows expected return. The curve abe, which is called the
minimum variance frontier, traces combinations of expected return and risk for
portfolios of risky assets that minimize return variance at different levels of ex-
pected return. (These portfolios do not include risk-free borrowing and lending.)
The tradeoff between risk and expected return for minimum variance portfolios is
apparent. For example, an investor who wants a high expected return, perhaps at
point a, must accept high volatility. At point 7, the investor can have an interme-
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Figure 1
Investment Opportunities
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diate expected return with lower volatility. If there is no risk-free borrowing or
lending, only portfolios above & along abc are mean-variance-efficient, since these
portfolios also maximize expected return, given their return variances.

Adding risk-free borrowing and lending turns the efficient set into a straight
line. Consider a portfolio that invests the proportion x of portfolio funds in a
risk-free security and 1 — x in some portfolio g. If all funds are invested in the
risk-free security—that is, they are loaned at the risk-free rate of interest—the result
is the point R, in Figure 1, a portfolio with zero variance and a riskfree rate of
return. Combinations of risk-free lending and positive investment in g plot on the
straight line between R, and g. Points to the right of g on the line represent
borrowing at the risk-free rate, with the proceeds from the borrowing used to
increase investment in portfolio g. In short, portfolios that combine risk-free
lending or borrowing with some risky portfolio g plot along a straight line from R,
through g in Figure 1.2

? Formally, the return, expected retumn and standard deviation of return on portfolios of the risk-free
assct f and a risky portfolio g vary with x, the proportion of portfolio funds invested in f, as
R,= xR, + (1 — xR,
E(R,) = xR+ (1 — D)E(R,),
o(R,) = (1 - Do(R,), x= 1.0,

which together imply that the portfolios plot along the line from R, through g in Figure 1.
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To obtain the mean-variance-efficicnt portfolios available with risk-free bor-
rowing and lending, one swings a line from R, in Figure 1 up and to the left as far
as possible, to the tangency portfolio 7. We can then see that all efficient portfolios
are combinations of the risk-free asset (either risk-free borrowing or lending) and
a single risky tangency portfolio, T. This key result is Tobin’s (1958) “separation
theorem.”

The punch line of the CAPM is now straightforward. With complete agreement
about distributions of returns, all investors see the same opportunity set (Figure 1),
and they combine the same risky tangency portfolio T with risk-free lending or
borrowing. Since all investors hold the same portfolio T of risky assets, it must be
the value-weight market portfolio of risky assets. Specifically, each risky asset’s
weight in the tangency portfolio, which we now call M (for the “market”), must be
the total market value of all outstanding units of the asset divided by the total
market value of all risky assets. In addition, the risk-free rate must be set (along with
the prices of risky assets) to clear the market for risk-free borrowing and lending.

In short, the CAPM assumptions imply that the market portfolio M must be on
the minimum variance frontier if the asset market is to clear. This means that the
algebraic relation that holds for any minimum variance portfolio must hold for the
market portfolio. Specifically, if there are N risky assets,

(Minimum Variance Condition for M) HE(R;) = E(Rz,)

+ [E(Ry) = E(Ra))Baws i=1, ..., N.

In this equation, E(R,) is the expected return on asset 3, and f;,, the market beta
of asset 1, is the covariance of its returm with the market return divided by the
variance of the market return,

COV(R{ ’ RM)

(Market Beta) By = —m—

The first term on the right-hand side of the minimum variance condition,
E(Rzy), is the expected return on assets that have market betas equal to zero,
which means their returns are uncorrelated with the market return. The second
term is a risk premium—the market beta of asset #, B;),, times the premium per
unit of beta, which is the expected market return, E(R,,), minus E(Rz,,).

Since the market beta of asset i is also the slope in the regression of its return
on the market return, 2 common (and correct) interpretation of beta is that it
measures the sensitivity of the asset’s return to variation in the market return. But
there is another interpretation of beta more in line with the spirit of the portfolio
model that underlies the CAPM. The risk of the market portfolio, as measured by
the variance of its return (the denominator of B;,,), is a weighted average of the
covariance risks of the assets in M (the numerators of B;,, for different assets).
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Thus, B;» is the covariance risk of asset i in M measured relative to the average
covariance risk of assets, which is just the variance of the market return.® In
economic terms, By, is proportional to the risk each dollar invested in asset i
contributes to the market portfolio.

The last step in the development of the Sharpe-Lintner model is to use the
assumption of risk-free borrowing and lending to nail down E(Rz,), the expected
return on zero-beta assets. A risky asset’s return is uncorrelated with the market
return—its beta is zero—when the average of the asset’s covariances with the
returns on other assets just offsets the variance of the asset’s return. Such a risky
asset is riskless in the market portfolio in the sense thatit contributes nothing to the
variance of the market return.

When there is risk-free borrowing and lending, the expected return on assets
that are uncorrelated with the market return, E(Rj), must equal the risk-free rate,
R, The relation between expected return and beta then becomes the familiar
Sharpe-Lintner CAPM equation,

(Sharpe-Lintner CAPM) HR) = R;+[BRy) — R)1Bim,i=1,..., N.

In words, the expected return on any asset i is the risk-free interest rate, Rf, plusa
risk premium, which is the asset’s market beta, B, times the premium per unit of
beta risk, E(Ry) — Ry

Unrestricted riskfree borrowing and lending is an unrealistic assumption.
Fischer Black (1972) develops a version of the CAPM without risk-free borrowing or
lending. He shows that the CAPM's key result—that the market portfolio is mean-
variance-efficient—can be obtained by instead allowing unrestricted short sales of
risky assets. In brief, back in Figure 1, if there is no risk-free asset, investors select
portfolios from along the mean-variance-efficient frontier from a to b. Market
clearing prices imply that when one weights the efficient portfolios chosen by
investors by their (positive) shares of aggregate invested wealth, the resulting
portfolio is the market portfolio. The market portfolio is thus a portfolio of the
efficient portfolios chosen by investors. With unrestricted short selling of risky
assets, portfolios made up of efficient portfolios are themselves efficient. Thus, the
market portfolio is efficient, which means that the minimum variance condition for
M given above holds, and it is the expected return-risk relation of the Black CAPM.

The relations between expected return and market beta of the Black and
Sharpe-Lintner versions of the CAPM differ only in terms of what each says about
E(Rjz,,), the expected return on assets uncorrelated with the market. The Black
version says only that E( R;,,) must be less than the expected market return, so the

® Formally, if x;, is the weight of asset i in the market portfolio, then the variance of the portfolio’s
return is

N N
U!(RM) = Co"(RMo RM) = COU( Z xmRi Ru) = Z meOU(R,-, RN)-
ol

=
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premium for beta is positive. In contrast, in the Sharpe-Lintner version of the
model, E(R,,) must be the risk-free interest rate, R, and the premium per unit of
beta risk is E(Ry) — R,

The assumption that short selling is unrestricted is as unrealistic as unre-
stricted risk-free borrowing and lending. If there is no risk-free asset and short sales
of risky assets are not allowed, mean-variance investors still choose cfficient
portfolios—points above b on the abc curve in Figure 1. But when there is no short
selling of risky assets and no risk-free asset, the algebra of portfolio efficiency says
that portfolios made up of efficient portfolios are not typically efficient. This means
that the market portfolio, which is a portfolio of the efficient portfolios chosen by
investors, is not typically efficient. And the CAPM relation between expected return
and market beta is lost. This does not rule out predictions about expected return
and betas with respect to other efficient portfolios—if theory can specify portfolios
that must be efficient if the market is to clear. But so far this has proven impossible.

In short, the familiar CAPM equation relating expected asset returns to their
market betas is just an application to the market portfolio of the relation between
expected return and portfolio beta that holds in any mean-variance-efficient port-
folio. The efficiency of the market portfolio is based on many unrealistic assump-
tions, including complete agreement and either unrestricted risk-free borrowing
and lending or unrestricted short selling of risky assets. But all interesting models
involve unrealistic simplifications, which is why they must be tested against data.

Early Empirical Tests

Tests of the CAPM are based on three implications of the relation between
expected return and market beta implied by the model. First, expected returns on
all assets are linearly related to their betas;*and no other variable has marginal
explanatory power. Second, the beta premium is positive, meaning that the ex-
pected return on the market portfolio exceeds the expected return on assets whose
returns are uncorrelated with the market return. Third, in the Sharpe-Lintner
version of the model, assets uncorrelated with the market have expected returns
equal to the risk-free interest rate, and the beta premium is the expected market
return minus the risk-free rate. Most tests of these predictions use either cross-
section or time-series regressions. Both approaches date to early tests of the model.

Tests on Risk Premiums

The early crosssection regression tests focus on the Sharpe-Lintner model’s
predictions about the intercept and slope in the relation between expected return
and market beta. The approach is to regress a cross-section of average asset returns
on estimates of asset betas. The model predicts that the intercept in these regres-
sions is the risk-free interest rate, R, and the coefficient on beta is the expected
return on the market in excess of the risk-free rate, E(R,,) — Rf

Two problems in these tests quickly became apparent. First, estimates of beta
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for individual assets are imprecise, creating a measurement error problem when
they are used to explain average returns. Second, the regression residuals have
common sources of variation, such as industry effects in average returns. Positive
correlation in the residuals produces downward bias in the usual ordinary least
squares estimates of the standard errors of the cross-section regression slopes.

To improve the precision of estimated betas, researchers such as Blume
(1970), Friend and Blume (1970) and Black, Jensen and Scholes (1972) work with
portfolios, rather than individual securities. Since expected returns and market
betas combine in the same way in portfolios, if the CAPM explains security returns
it also explains portfolio returns.* Estimates of beta for diversified portfolios are
more precise than estimates for individual securities. Thus, using portfolios in
cross-section regressions of average returns on betas reduces the critical errors in
variables problem. Grouping, however, shrinks the range of betas and reduces
statistical power. To mitigate this problem, researchers sort securities on beta when
forming portfolios; the first portfolio contains securities with the lowest betas, and
so on, up to the Jast portfolio with the highest beta assets. This sorting procedure
is now standard in empirical tests.

Fama and MacBeth (1978) propose a method for addressing the inference
problem caused by correlation of the residuals in cross-section regressions. Instead
of estimating a single cross-section regression of average monthly returns on betas,
they estimate month-by-month crosssection regressions of monthly returns on
betas. The times-series means of the monthly slopes and intercepts, along with the
standard errors of the means, are then used to test whether the average premium
for beta is positive and whether the average return on assets uncorrelated with the
market is equal to the average risk-free interest rate. In this approach, the standard
errors of the average intercept and slope are determined by the month-to-month
variation in the regression coefficients, which fully captures the effects of residual
correlation on variation in the regression coefficients, but sidesteps the problem of
actually estimating the correlations. The residual correlations are, in effect, cap-
tured via repeated sampling of the regression coefficients. This approach also
becomes standard in the literature.

Jensen (1968) was the first to note that the Sharpe-Lintner version of the

4 Formally, if Xpi=1,..., N, are the weights for assets in some portfolio p, the expected return and
market beta for the portfolio are related to the expected returns and betas of assets as
N N
E(Ry) = 2, x4E(Ry), and Bpur= 2, 5,8y
=) i=1
Thus, the CAPM relation between expected return and beta,

E(R) = K(R)) + [E(Ry) — E(R))Bw,

holds when asset i is a portfolio, as well as when i is an individual security.
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relation between expected return and market beta also implies a time-series re-
gression test. The Sharpe-Lintner CAPM says that the expected value of an asset’s
excess return (the asset’s return minus the riskfree interest rate, R; — Rﬁ) is
completely explained by its expected CAPM risk premium (its beta times the
expected value of Ry, — Rp). This implies that “Jensen’s alpha,” the intercept term
in the time-series regression,

(Time-Series Regression) Ry — Ry = a; + Pua(Ruu = Ry) + &u

is zero for each asset.

The early tests firmly reject the Sharpe-Lintner version of the CAPM. There is
a positive relation between beta and average return, but it is too “flat.” Recall that,
in cross-section regressions, the Sharpe-Lintner model predicts that the intercept is
the risk-free rate and the coefficient on beta is the expected market return in excess
of the risk-free rate, E(R,) — R, The regressions consistently find that the
intercept is greater than the average risk-free rate (typically proxied as the return
on a one-month Treasury bill), and the coefficient on beta is less than the average
excess market return (proxied as the average return on a portfolio of U.S. common
stocks minus the Treasury bill rate). This is true in the early tests, such as Douglas
(1968), Black, Jensen and Scholes (1972), Miller and Scholes (1972), Blume and
Friend (1978) and Fama and MacBeth (1978), as well as in more recent cross-
section regression tests, like Fama and French (1992).

The evidence that the relation between beta and average return is too flat is
confirmed in time-series tests, such as Friend and Blume (1970), Black, Jensen and
Scholes (1972) and Stambaugh (1982). The intercepts in time-series regressions of
excess asset returns on the excess market return are positive for assets with Jow betas
and negative for assets with high betas.

Figure 2 provides an updated example of the evidence. In December of each
year, we estimate a preranking beta for every NYSE (1928-2008), AMEX (1963-
2008) and NASDAQ (1972-2003) stock in the CRSP (Center for Research in
Security Prices of the University of Chicago) database, using two to five years (as
available) of prior monthly returns.®> We then form ten value-weight portfolios
based on these preranking betas and compute their returns for the next twelve
months. We repeat this process for each year from 1928 to 2008. The result is
912 monthly returns on ten. beta-sorted portfolios. Figure 2 plots each portfolio’s
average return against its postranking beta, estimated by regressing its monthly
returns for 1928-2008 on the return on the CRSP value-weight portfolio of U.S.
common stocks.

The Sharpe-Lintner CAPM predicts that the portfolios plot along a straight

5 To be included in the sample for year §, a security must have market equity data (price times shares
outstanding) for December of ¢ — 1, and CRSP must classify it as ordinary common equity. Thus, we
exclude securities such as American Depository Receipts (ADRs) and Real Estate Investment Trusts
(REITs). '
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Fgure 2
Average Annualized Monthly Return versus Beta for Value Weight Portfolios
Formed on Prior Beta, 1928-2003
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line, with an intercept equal to the riskfree rate, R;, and a slope equal to the
expected excess return on the market, E(R),) — R, We use the average one-month
Treasury bill rate and the average excess CRSP market return for 1928-2003 to
estimate the predicted line in Figure 2. Confirming earlier evidence, the relation
between beta and average return for the ten portfolios is much flatter than the
Sharpe-Lintner CAPM predicts. The returns on the low beta portfolios are too high,
and the returns on the high beta portfolios are too low. For example, the predicted
return on the portfolio with the lowest beta is 8.3 percent per year; the actual return
is 11.1 percent. The predicted return on the portfolio with the highest beta is
16.8 percent per year; the actunal is 13.7 percent.

Although the observed premium per unit of beta is lower than the Sharpe-
Lintner model predicts, the relation between average return and beta in Figure 2
is roughly linear. This is consistent with the Black version of the CAPM, which
predicts only that the beta premium is positive. Even this less restrictive model,
. however, eventually succumbs to the data.

Testing Whether Market Betas Explain Expected Returns

The Sharpe-Lintner and Black versions of the CAPM share the prediction that
the market portfolio is mean-variance-efficient. This implies that differences in
expected return across securities and portfolios are entirely explained by differ-
ences in market beta; other variables should add nothing to the explanation of
expected return. This prediction plays a prominent role in tests of the CAPM. In
the early work, the weapon of choice is cross-section regressions.

In the framework of Fama and MacBeth (1973), one simply adds predeter-
mined explanatory variables to the month-by-month crosssection regressions of
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returns on beta. If all differences in expected return are explained by beta, the
average slopes on the additional variables should not be reliably different from
zero. Clearly, the trick in the crosssection regression approach is to choose specific
additional variables likely to expose any problems of the CAPM prediction that,
because the market portfolio is efficient, market betas suffice to explain expected
asset returns. .

For example, in Fama and MacBeth (1978) the additional variables are
squared market betas (to test the prediction that the relation between expected
return and beta is linear) and residual variances from regressions of returns on the
market return (to test the prediction that market beta is the only measure of risk
nceded to explain expected returns). These variables do not add to the explanation
of average returns provided by beta. Thus, the results of Fama and MacBeth (1973)
are consistent with the hypothesis that their market proxy—an equal-weight port-
folio of NYSE stocks—is on the minimum variance frontier.

The hypothesis that market betas completely explain expected returns can also
be tested using time-series regressions. In the time-series regression described
above (the excess return on asset i regressed on the excess market return), the
intercept is the difference between the asset’s average excess return and the excess
return predicted by the Sharpe-Lintner model, that is, beta times the average excess
market return. If the model holds, there is no way to group assets into portfolios
whose intercepts are reliably different from zero. For example, the intercepts for a
portfolio of stocks with high ratios of earnings to price and a portfolio of stocks with
low earning-price ratios should both be zero. Thus, to test the hypothesis that
market betas suffice to explain expected returns, one estimates the time-series
regression for a set of assets (or portfolios) and then jointly tests the vector of
regression intercepts against zero. The trick in this approach is to choose the
left-hand-side assets (or portfolios) in a way likely to expose any shortcoming of the
CAPM prediction that market betas suffice to explain expected asset returns.

In early applications, rescarchers use a variety of tests to determine whether
the intercepts in a set of time-series regressions are all zero. The tests have the same
asymptotic properties, but there is controversy about which has the best small
sample properties. Gibbons, Ross and Shanken (1989) settle the debate by provid-
ing an Ftest on the intercepts that has exact small-sample properties. They also
show that the test has a simple economic interpretation. In effect, the test con-
structs a candidate for the tangency portfolio Tin Figure 1 by optimally combining
the market proxy and the lefthand-side assets of the time-series regressions. The
estimator then tests whether the efficient set provided by the combination of this
tangency portfolio and the risk-free asset is reliably superior to the one obtained by
combining the risk-free asset with the market proxy alone. In other words, the
Gibbons, Ross and Shanken statistic tests whether the market proxy is the tangency
portfolio in the set of portfolios that can be constructed by combining the market
portfolio with the specific assets used as dependent variables in the time-series
regressions.

Enlightened by this insight of Gibbons, Ross and Shanken (1989), one can see
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a similar interpretation of the cross-section regression test of whether market betas
suffice to explain expected returns. In this case, the test is whether the additional
explanatory variables in a cross-section regression identify patterns in the returns
on the left-hand-side assets that are not explained by the assets’ market betas. This
amounts to testing whether the market proxy is on the minimum variance frontier
that can be constructed using the market proxy and the left-hand-side assets
included in the tests.

An important lesson from this discussion is that time-series and cross-section
regressions do mnot, strictly speaking, test the CAPM. What is literally tested is
whether a specific proxy for the market portfolio (typically a portfolio of US.
common stocks) is efficient in the set of portfolios that can be constructed from it
and the left-hand-side assets used in the test. One might conclude from this that the
CAPM has never been tested, and prospects for testing it are not good because
1) the set of left-hand-side assets does not include all marketable assets, and 2) data
for the true market portfolio of all assets are likely beyond reach (Roll, 1977; more
on this later). But this criticism can be leveled at tests of any economic model when
the tests are less than exhaustive or when they use proxies for the variables called
for by the model.

The bottom line from the early cross-section regression tests of the CAPM,
such as Fama and MacBeth (1978), and the early time-series regression tests, like
Gibbons (1982) and Stambaugh (1982), is that standard market proxies seem to be
on the minimum variance frontier. That is, the central predictions of the Black
version of the CAPM, that market betas suffice to explain expected returns and that
the risk premium for beta is positive, seem to hold. But the more specific prediction
of the Sharpe-Lintner CAPM that the premium per unit of beta is the expected
market return minus the risk-free interest rate is consistently rejected.

The success of the Black version of the CAPM in early tests produced a
consensus that the model is a good description of expected returns. These early
results, coupled with the model’s simplicity and intuitive appeal, pushed the CAPM
to the forefront of finance.

Recent Tests

Starting in the late 1970s, empirical work appears that challenges even the
Black version of the CAPM. Specifically, evidence mounts that much of the varia-
tion in expected return is unrelated to market beta.

The first blow is Basu’s (1977) evidence that when common stocks are sorted
on earnings-price ratios, future returns on high E/P stocks are higher than pre-
dicted by the GAPM. Banz (1981) documents a size effect: when stocks are sorted
on market capitalization (price times shares outstanding), average returns on small
stocks are higher than predicted by the CAPM. Bhandari (1988) finds that high
debt-equity ratios (book value of debt over the market value of equity, a measure of
leverage) are associated with returns that are too high relative to their market betas.
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Finally, Statman (1980) and Rosenberg, Reid and Lanstein (1985) document that
stocks with high book-to-market equity ratios (B/M, the ratio of the book value of
a common stock to its market value) have high average returns that are not
captured by their betas.

There is a theme in the contradictions of the CAPM summarized above. Ratios
involving stock prices have information about expected returns missed by market
betas. On reflection, this is not surprising. A stock’s price depends not only on the
expected cash flows it will provide, but also on the expected returns that discount
expected cash flows back to the present. Thus, in principle, the cross-section of
prices has information about the crosssection of expected returns. (A high ex-
pected return implies a high discount rate and a low price.) The crosssection of
stock prices is, however, arbitrarily affected by differences in scale (or units). But
with a judicious choice of scaling variable X, the ratio X/ P can reveal differences
in the cross-section of expected stock returns. Such ratios are thus prime candidates
to expose shortcomings of asset pricing models—in the case of the CAPM, short-
comings of the prediction that market betas suffice to explain expected returns
(Ball, 1978). The contradictions of the CAPM summarized above suggest that
earnings-price, debt-equity and book-to-market ratios indeed play this role.

Fama and French (1992) update and synthesize the evidence on the empirical
failures of the CAPM. Using the cross-section regression approach, they confirm
that size, earnings-price, debt-equity and book-to-market ratios add to the explana-
tion of expected stock returns provided by market beta. Fama and French (1996)
reach the same conclusion using the time-series regression approach applied to
portfolios of stocks sorted on price ratios. They also find that different price ratios
have much the same information about expected returns. This is not surprising
given that price is the common driving force in the price ratios, and the numerators
are just scaling variables used to extract the information in price about expected
returns.

Fama and French (1992) also confirm the evidence (Reinganum, 1981; Stam-
baugh, 1982; Lakonishok and Shapiro, 1986) that the relation between average
return and beta for common stocks is even flatter after the sample periods used in
the early empirical work on the CAPM. The estimate of the beta premium is,
however, clouded by statistical uncertainty (a large standard error). Kothari, Shan-
ken and Sloan (1995) try to resuscitate the Sharpe-Lintner CAPM by arguing that
the weak relation between average return and beta is just a chance result. But the
strong evidence that other variables capture variation in expected return missed by
beta makes this argument irrelevant. If betas do not suffice to explain expected
returns, the market portfolio is not efficient, and the CAPM is dead in its tracks.
Evidence on the size of the market premium can neither save the model nor further
doom it.

The synthesis of the evidence on the empirical problems of the CAPM pro-
vided by Fama and French (1992) serves as a catalyst, marking the point when itis
generally acknowledged that the CAPM has potentially fatal problems. Research
then turns to explanations.
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One possibility is that the CAPM's problems are spurious, the result of data
dredging—publication-hungry researchers scouring the data and unearthing con-
tradictions that occur in specific samples as a result of chance. A standard response
to this concern is to test for similar findings in other samples. Chan, Hamao and
Lakonishok (1991) find a strong relation between book-to-market equity (B/M)
and average return for Japanese stocks. Capaul, Rowley and Sharpe (1993) observe
a similar B/M effect in four European stock markets and in Japan. Fama and
French (1998) find that the price ratios that produce problems for the CAPM in
U.S. data show up in the same way in the stock returns of twelve non-U.S. major
markets, and they are present in emerging market returns. This evidence suggests
that the contradictions of the CAPM associated with price ratios are not sample
specific. '

Explanations: Irrational Pricing or Risk

Among those who conclude that the empirical failures of the CAPM are fatal,
two stories emerge. On one side are the behavioralists. Their view is based on
evidence that stocks with high ratios of book value to market price are typically
firms that have fallen on bad times, while low B/M is associated with growth firms
(Lakonishok, Shleifer and Vishny, 1994; Fama and French, 1995). The behavior-
alists argue that sorting firms on book-to-market ratios exposes investor overreac-
tion to good and bad times. Investors overextrapolate past performance, resulting
in stock prices that are too high for growth (low B/M)-firms and too low for
distressed (high B/M, so-called value) firms. When the overreaction is eventually
corrected, the result is high returns for value stocks and low returns for growth
stocks. Proponents of this view include DeBondt and Thaler (1987), Lakonishok,
Shleifer and Vishny (1994) and Haugen (1995).

The second story for explaining the empirical contradictions of the CAPM is
that they point to the need for a more complicated asset pricing model. The CAPM
is based on many unrealistic assumptions. For example, the assumption that
investors care only about the mean and variance of one-period portfolio returns is
extreme. It is reasonable that investors also care about how their portfolio return
covaries with labor income and future investment opportunities, so a portfolio’s
return variance misses important dimensions of risk. If so, market beta is not 2
complete description of an asset’s risk, and we should not be surprised to find that
differences in expected return are not completely explained by differences in beta.
In this view, the search should turn to asset pricing models that do a better job
explaining average returns.

Merton’s (1978) intertemporal capital asset pricing model (ICAPM) is a
natural extension of the CAPM. The ICAPM begins with a different assumption
about investor objectives. In the CAPM, investors care only about the wealth their
portfolio produces at the end of the current period. In the ICAPM, investors are
concerned not only with their end-of-period payoff, but also with the opportunities
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they will have to consume or invest the payoff. Thus, when choosing a portfolio at
time ¢ — 1, ICAPM investors consider how their wealth at ¢ might vary with future
state variables, including labor income, the prices of consumption goods and the
nature of portfolio opportunities at ¢, and expectations about the labor income,
consumption and investment opportunities to be available after ¢.

Like CAPM investors, ICAPM investors prefer high expected return and low
return variance. But ICAPM investors are also concerned with the covariances of
portfolio returns with state variables. As a result, optimal portfolios are “multifactor
efficient,” which means they have the largest possible expected returns, given their
return variances and the covariances of their returns with the relevant state
variables.

Fama (1996) shows that the ICAPM generalizes the logic of the CAPM. That is,
if there is risk-free borrowing and lending or if short sales of risky assets are allowed,
market clearing prices imply that the market portfolio is multifactor efficient.
Moreover, multifactor efficiency implies a relation between expected return and
beta risks, but it requires additional betas, along with a market beta, to explain
expected returns.

An ideal implementation of the ICAPM would specify the state variables that
affect expected returns. Fama and French (1993) take a more indirect approach,
perhaps more in the spirit of Ross's (19'76) arbitrage pricing theory. They argue
that though size and book-to-market equity are not themselves state variables, the
higher average returns on small stocks and high book-to-market stocks reflect
unidentified state variables that produce undiversifiable risks (covariances) in
returns that are not captured by the market return and are priced separately from
market betas. In support of this claim, they show that the returns on the stocks of
small firms covary more with one another than with returns on the stocks of large
firms, and returns on high book-to-market (value) stocks covary more with one
another than with returns on low book-to-market (growth) stocks. Fama and
French (1995) show that there are similar size and book-to-market patterns in the
covariation of fundamentals like earnings and sales.

Based on this evidence, Fama and French (1993, 1996) propose a three-factor
model for expected returns,

(Three-Factor Model) B(R,) — By = Bud B(Ry) = Ry]
+ BLB(SMB,) + BuE(HML).

In this equation, SMB, (small minus big) is the difference between the returns on
diversified portfolios of small and big stocks, HML, (high minus low) is the
difference between the returns on diversified portfolios of high and low B/M
stocks, and the betas are slopes in the multiple regression of R, — R,on Ry, — Rp,
SMB, and HML,

For perspective, the average value of the market premium Ry, — Ry for
19272008 is 8.8 percent per year, which is 3.5 standard errors from zero. The
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average values of SMB,, and HML, are 3.6 percent and 5.0 percent per year, and
theyare 2.1 and 3.1 standard errors from zero. All three premiums are volatile, with
annual standard deviations of 21.0 percent (R, — Rﬂ) , 14.6 percent (SMB,) and
14.2 percent (HML,) per year. Although the average values of the premiums are
large, high volatility implies substantial uncertainty about the true expected
premiums.

One implication of the expected return equation of the three-factor model is
that the intercept o; in the time-series regression,

R,— Ry= a;+ Bu(Ru— Ry) + BuSMB, + Bo HML, + &4,

is zero for all assets i. Using this criterion, Fama and French (1993, 1996) find that
the model captures much of the variation in average return for portfolios formed
on size, book-to-market equity and other price ratios that cause problems for the
CAPM. Fama and French (1998) show that an international version of the model
performs better than an international CAPM in describing average returns on
portfolios formed on scaled price variables for stocks in 18 major markets.

The three-factor model is now widely used in empirical research that requires
a model of expected returns. Estimates of o; from the time-series regression above
are used to calibrate how rapidly stock prices respond to new information (for
example, Loughran and Ritter, 1995; Mitchell and Stafford, 2000). They are also
used to measure the special information of portfolio managers, for example, in
Carhari's (1997) study of mutual fund performance. Among practitioners like
Ibbotson Associates, the model is offered as an alternmative to the CAPM for
estimating the cost of equity capital.

From a theoretical perspective, the main shortcoming of the threefactor
model is its empirical motivation. The small-minus-big (SMB) and high-minuslow
(HML) explanatory returns are not motivated by predictions about state variables
of concern to investors. Instead they are brute force constructs meant to capture
the patterns uncovered by previous work on how average stock returns vary with size
and the book-to-market equity ratio.

But this concern is not fatal. The ICAPM does not require that the additional
portfolios used along with the market portfolio to explain expected returns
“mimic” the relevant state variables. In both the ICAPM and the arbitrage pricing
theory, it suffices that the additional portfolios are well diversified (in the termi-
nology of Fama, 1996, they are multifactor minimum variance) and that they are
sufficiently different from the market portfolio to capture covariation in returns
and variation in expected returns missed by the market portfolio. Thus, adding
diversified portfolios that capture covariation in returns and variation in average
returns left unexplained by the market is in the spirit of both the ICAPM and the
Ross’s arbitrage pricing theory.

The behavioralists are not impressed by the evidence for a risk-based expla-
nation of the failures of the CAPM. They typically concede that the threefactor
model captures covariation in returns missed by the market return and that it picks
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up much of the size and value effects in average returns left unexplained by the
CAPM. But their view is that the average return premium associated with the
model’s book-to-market factor—which does the heavy lifting in the improvements
to the CAPM—is itself the result of investor overreaction that happens to be
correlated across firms in a way that just looks like a risk story. In short, in the
behavioral view, the market tries to set CAPM prices, and violations of the CAPM
are due to mispricing. '

The conflict between the behavioral irrational pricing story and the rational
risk story for the empirical failures of the CAPM leaves us at a timeworn impasse.
Fama (1970) emphasizes that the hypothesis that prices properly reflect available
information must be tested in the context of a model of expected returns, like the
CAPM. Intuitively, to test whether prices are rational, one must take a stand on what
the market is trying to do in setting prices—that is, what is risk and what is the
relation between expected return and risk? When tests reject the CAPM, one
cannot say whether the problem is its assumption that prices are rational (the
behavioral view) or violations of other assumptions that are also necessary to
produce the CAPM (our position).

Fortunately, for some applications, the way one uses the three-factor model
does not depend on one’s view about whether its average return premiums are the
rational result of underlying state variable risks, the result of irrational investor
behavior or sample specific results of chance. For example, when measuring the
response of stock prices to new information or when evaluating the performance of
managed portfolios, one wants to account for known patterns in returns and
average returns for the period examined, whatever their source. Similarly, when
estimating the cost of equity capital, one might be unconcerned with whether
expected return premiums are rational or irrational since they are in either case
part of the opportunity cost of equity capital (Stein, 1996). But the cost of capital
is forward looking, so if the premiums are sample specific they are irrelevant.

The threefactor model is hardly a panacea. Its most serious problem is the
momentum effect of Jegadeesh and Titman (19983). Stocks that do well relative to
the market over the last three to twelve months tend to continue to do well for the
next few months, and stocks that do poorly continue to do poorly. This momentum
effect is distinct from the value effect captured by book-to-market equity and other
price ratios. Moreover, the momentum effect is left unexplained by the three-factor
model, as well as by the CAPM. Following Carhart (1997), one response is to add
a momentum factor (the difference between the returns on diversified portfolios of
short-term winners and losers) to the three-factor model. This step is again legiti-
mate in applications where the goal is to abstract from known patterns in average
returns to uncover information-specific or manager-specific effects. But since the
momentum effect is shortlived, it is largely irrelevant for estimates of the cost of
equity capital.

Another strand of research points to problems in both the three-factor model
and the CAPM. Frankel and Lee (1998), Dechow, Hutton and Sloan (1999),
Piotroski (2000) and others show that in portfolios formed on price ratios like
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book-to-market equity, stocks with higher expected cash flows have higher average
returns that are not captured by the three-factor model or the CAPM. The authors
interpret their results as evidence that stock prices are irrational, in the sense that
they do not reflect available information about expected profitability.

In truth, however, one can't tell whether the problem is bad pricing or a bad
asset pricing model. A stock’s price can always be expressed as the present value of
expected future cash flows discounted at the expected return on the stock (Camp-
bell and Shiller, 1989; Vuolteenaho, 2002). It follows that if two stocks have the
same price, the one with higher expected cash flows must have a higher expected
return. This holds true whether pricing is rational or irrational. Thus, when one
observes a positive relation between expected cash flows and expected returns that
is left unexplained by the CAPM or the three-factor model, one can’t tell whether
it is the result of irrational pricing or a misspecified asset pricing model.

The Market Proxy Problem

Roll (1977) argues that the CAPM has never been tested and probably never
will be. The problem is that the market portfolio at the heart of the model is
theoretically and empirically elusive. It is not theoretically clear which assets (for
example, human capital) can legitimately be excluded from the market portfolio,
and data availability substantially limits the assets that are included. Asa result, tests
of the CAPM are forced to use proxies for the market portfolio, in effect testing
whether the proxies are on the minimum variance frontier. Roll argues that
because the tests use proxies, not the true market portfolio, we learn nothing about
the GAPM.

We are more pragmatic. The relation between expected return and market
beta of the CAPM is just the minimum variance condition that holds in any efficient
portfolio, applied to the market portfolio. Thus, if we can find a market proxy that
is on the minimum variance frontier, it can be used to describe differences in
expected returns, and we would be happy to use it for this purpose. The strong
rejections of the CAPM described above, however, say that researchers have not
uncovered a reasonable market proxy that is close to the minimum variance
frontier. If researchers are constrained to reasonable proxies, we doubt they
ever will.

Our pessimism is fueled by several empirical results. Stambaugh (1982) tests
the CAPM using a range of market portfolios that include, in addition to U.S.
common stocks, corporate and government bonds, preferred stocks, real estate and
other consumer durables. He finds that tests of the CAPM are not sensitive to
expanding the market proxy beyond common stocks, basically because the volatility
of expanded market returns is dominated by the volatility of stock returns.

One need not be convinced by Stambaugh’s (1982) results since his market
proxies are limited to U.S. assets. If international capital markets are open and asset
prices conform to an international version of the CAPM, the market portfolio
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should include international assets. Fama and French (1998) find, however, that
betas for a global stock market portfolio cannot explain the high average returns
observed around the world on stocks with high book-to-market or high earnings-
price ratios.

A major problem for the CAPM is that portfolios formed by sorting stocks on
price ratios produce a wide range of average returns, but the average returns are
not positively related to market betas (Lakonishok, Shieifer and Vishny, 1994; Fama
and French, 1996, 1998). The problem is illustrated in Figure 3, which shows
average returns and betas (calculated with respect to the RSP value-weight port-
folio of NYSE, AMEX and NASDAQ stocks) for July 1963 to December 2003 for ten
portfolios of U.S. stocks formed annually on sorted values of the book-to-market
equity ratio (B/M).°

Average returns on the B/M portfolios increase almost monotonically, from
10.1 percent per year for the lowest B/M group (portfolio 1) to an impressive
16.7 percent for the highest (portfolio 10). But the positive relation between beta
and average return predicted by the CAPM is notably absent. For example, the
portfolio with the lowest book-to-market ratio has the highest beta but the lowest
average return. The estimated beta for the portfolio with the highest book-to-
market ratio and the highest average return is only 0.98. With an average annual-
ized value of the riskfree interest rate, R, of 5.8 percent and an average annualized
market premium, Ry — Ry, of 11.3 percent, the Sharpe-Lintner CAPM predicts an
average return of 11.8 percent for the lowest B/M portfolio and 11.2 percent for
the highest, far from the observed values, 10.1 and 16.7 percent. For the Sharpe-
Lintner model to “work” on these portfolios, their market betas must change
dramatically, from 1.09 to 0.78 for the lowest B/M portfolio and from 0.98 to 1.98
for the highest. We judge it unlikely that alternative proxies for the market
portfolio will produce betas and a market premium that can explain the average
returns on these portfolios. '

It is always possible that researchers will redeem the CAPM by finding a
reasonable proxy for the market portfolio that is on the minimum variance frontier.
We emphasize, however, that this possibility cannot be used to justify the way the
CAPM is currently applied. The problem is that applications typically use the same

¢ Stock return data are from CRSP, and book equity data are from Compustat and the Moody's
Industrials, Transportation, Utilities and Financials manuals. Stocks are allocated to ten portfolios at the
end of June of each year ¢ (1963 to 2008) using the ratio of book equity for the fiscal year ending in
calendar year ¢ — 1, divided by market equity at the end of December of t — 1. Book equity is the book
value of stockholders’ equity, plus balance sheet deferred taxes and investment tax credit (if available),
minus the book value of preferred stock. Depending on availability, we vse the redemption, liquidation
or par value (in that order) to estimate the book value of preferred stock. Stockholders’ equity is the
value reported by Moody's or Compustat, if it is available. If not, we measure stockholders’ equity as the
book value of common equity plus the par value of preferred stock or the book value of assets minus
total liabilities (in that order). The portfolios for year ¢ include NYSE (1968-2008), AMEX (1963-2003)
and NASDAQ (1972-2008) stocks with positive book equityin ¢ — 1 and market equity (from CRSP) for
December of £ — 1 and June of t. The portfolios exclude securities CRSP does not classify as ordinary
common equity. The breakpoints for year ¢ usc only sccurities that are on the NYSE in June of year &
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Figure 3
Average Annualized Monthly Return versus Beta for Value Weight Portfolios
Formed on B/M, 1963-2003
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market proxies, like the value-weight portfolio of U.S. stocks, that lead to rejections
of the model in empirical tests. The contradictions of the CAPM observed when
such proxies are used in tests of the model show up as bad estimates of expected .
returns in applications; for example, estimates of the cost of equity capital that are
too low (relative to historical average returns) for small stocks and for stocks with
high book-to-market equity ratios. In short, if a market proxy does not work in tests
of the CAPM, it does not work in applications.

Conclusions

The version of the CAPM developed by Sharpe (1964) and Lintner (1965) has
never been an empirical success. In the early empirical work, the Black (1972)
version of the model, which can accommodate a flatter tradeoff of average return
for market beta, has some success. But in the late 19%70s, research begins to uncover
variables like size, various price ratios and momentum that add to the explanation
of average returns provided by beta. The problems are serious enough to invalidate
most applications of the CAPM. ,

For example, finance textbooks often recommend using the Sharpe-Lintner
CAPM risk-return relation to estimate the cost of equity capital. The prescription is
to estimate a stock’s market beta and combine it with the risk-free interest rate and
the average market risk premium to produce an estimate of the cost of equity. The
typical market portfolio in these exercises includes just U.S. common stocks. But
empirical work, old and new, tells us that the relation between beta and average
return is flatter than predicted by the Sharpe-Lintner version of the CAPM. As a
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result, CAPM estimates of the cost of equity for high beta stocks are too high
(relative to historical average returns) and estimates for low beta stocks are too low
(Friend and Blume, 1970). Similarly, if the high average returns on value stocks
(with high book-to-market ratios) imply high expected returns, CAPM cost of
equity estimates for such stocks are too low.”

The CAPM is also often used to measure the performance of mutual funds and
other managed portfolios. The approach, dating to Jensen (1968), is to estimate
the CAPM time-series regression for a portfolio and use the intercept (Jensen’s
alpha) to measure abnormal performance. The problem is that, because of the
empirical failings of the CAPM, even passively managed stock portfolios produce
abnormal returns if their investment strategies involve tilts toward CAPM problems
(Elton, Gruber, Das and Hlavka, 1993). For example, funds that concentrate on low
beta stocks, small stocks or value stocks will tend to produce positive abnormal
returns relative to the predictions of the Sharpe-Lintner CAPM, even when the
fund managers have no special talent for picking winners.

The CAPM, like Markowitz's (1952, 1959) portfolio model on which it is built,
is nevertheless a theoretical tour de force. We continue to teach the CAPM as an
introduction to the fundamental concepts of portfolio theory and asset pricing, to
be built on by more complicated models like Merton's (1973) ICAPM. But we also
warn students that despite its seductive simplicity, the CAPM’s empirical problems
probably invalidate its use in applications.

n We gratefully acknowledge the comments of John Cochrane, George Constantinides, Richard
Lefiwich, Andrei Shleifer, René Stulz and Timothy Taylor.

7 The problems arc compounded by the large standard errors of estimates of the market premium and
of betas for individual stocks, which probably suffice to make CAPM estimates of the cost of equity rather
meaningless, even if the GAPM holds (Fama and French, 1997; Pastor and Stambaugh, 1999). For
example, using the U.S. Treasury bill rate as the risk-free interest rate and the CRSP value-weight
portfolio of publicly traded U.S. common stocks, the average value of the equity premium Ry, — Rp for
19272003 is 8.3 percent per year, with a standard error of 2.4 percent. The two standard error range
thus runs from 3.5 percent to 18.1 percent, which is sufficient to make most projects appear either
profitable or unprofitable. This problem is, however, hardly special to the CAPM. For example, expected
returns in all versions of Merton's (1978) ICAPM include a market beta and the expected market
premium. Also, as noted earlier the expected values of the size and book-to-market premiums in the
Fama-French three-factor model are also estimated with substantial error.
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Comparable Earnings: New Life for an Old Precept

ccelerating deregulation has
Agreatly increased the invest-

ment risk of natural gas wiili-
ties. As a resull, the authors believe
it more appropriate than ever to
employ the comparable earnings
model We believe our application of
the model overcomes the greatest
raditional objection to it — lack of
comparability of the selected non-
utility proxy firms. Our illustration
focuses on a iarget gas pipeline com-
pany with a beta of 0.96 — almost
equal 10 the market's beta of 1.00

Introduction

The comparable earnings model used
to determine a common equity cost rate
is deeply rooted in the standard of “cor-
responding risk” enunciated in the land-
mark Bluefield and Hope decisions of
the U.S. Supreme Court.! With such
solid grounding in the foundations of rate
of return regulation, comparable earnings
should be accepted as a principal model,
along with the currently popular market-
based models, provided that its most
common crilicism, non-comparability of
the proxy companies, is overcome.

Our comparable earnings model
overcomes the non-comparability issue
of the non-utility firms selected as a
proxy for the target utility, in this exam-
ple, a gas pipeline company. We should
note that in the absence of common
stock prices for the target utility (as with
a wholly-owned subsidiary), it is appro-
priate to use the average of a proxy
group of similar risk gas pipeline com-
panies whose common slocks are active-
ly traded. As we will demonstrate, our
selection process results in a group of
domestic, non-utility firms that is com-
parable in total risk, the sum of business
and financial risk, which reflects both
non-diversifiable systematic, or market,
risk as well as diversifiable unsystemat-
ic, or firm-specific, risk.

Frank J. Hanley is president of AUS Consultants — Utility Services
Group. He has testified in several hundred rate proceedings on the sub-
Jject of cost of capital before the Federal Energy Regulatory Commnis-
sion and 27 state regulatory commissions. Before joining AUS in 1971,
he was an assistant treasurer of a number of operating companies in
the American Water Works System, as well as a financial planning offi-
cer with the Philadelphia National Bank. He is a Certified Rate of
Return Analyst.

Pauline M. Ahern is a senior financial analyst with AUS Consultants
— Utility Services Group. She has participated in many cost-of-capital
studies. A former employee of the U.S. Department of the Treasury and
the Federal Reseive Bank of Boston, she holds an MBA degree from

Rutgers University and is a Certified Rate of Return Analyst.

Embedded in the
Landmark Decisions

As stated in Bluefield in 1922: “A
public utility is entitled to such rates as
will permit it to earn a return . . on
investments in other business undertak-
ings which are attended by conespond-
ing risks and uncertainties ..."

In addition, the court stated in Hope
in 1944: “By that standard the retumn to
the equity owner should be commensu-
rate with returns on investments in other
enterprises having corresponding risks

Thus, the *“corresponding risk™ pre-

Financial Quarterly Review « Summer 1994 « page 4

cept of Bluefield and Hope predates the
use of such market-based cost-of-equity
models as the Discounted Cash Flow
(DCF) and Capital Asset Pricing
(CAPM), which were developed later
and are currently popular in rate-
base/rate-of-1eturn regulation Conse-
quently, the comparable eamings model
has a longer regulatory and judicial his-
tory. However, it has far greater rele-
vance now than ever before in its hist-
ory because significant deregulation has
substantially increased natural gas utili-
ties' investment risk to a level similar to
that of non-wility firms. As a result, it is
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more important than ever to look to
similar-risk non-utility firms for insight
into common equity cost rate, especially
in view of the deficiencies inherent in
the cumrently popular market-based cost
of common equity models, particularly
the DCF model

Despite the fact that the landmark
decisions are still regarded as having set
the standards for determining a fair rate
of return, the comparable earnings
model has experienced decreased usage
by expert witnesses, as well as less reg-
ulatory acceptance over the years. We
believe the decline in the popularity of
the comparable eamings model, in large
measure, is attributable to the difficulty
of selecting non-utility proxy firms that
regulators will accept as comparable to
the target utility. Regulatory acceptance
is difficult 10 gain when the selection
process is arbitrary. Our application of
the model is objective and consistent
with fundamental financial tenets.

Principles of
Comparahle Earnings

Regulation is a substitute for the
competition of the marketplace. More-
over, regulated public utilities compete
in the capital markets with all firms,
including unregulated non-utilities. The
comparable earnings model is based
upon the opportunity cost principle; i.e,
that the true cost of an investment is the
return that could have been earned on
the next best available alternative
investment of similar risk. Conse-
quently, the comparable earnings model
is consistent with regulatory and finan-
cial principles, as it is a surrogate for
the competition of the marketplace, and
investors seek the greatest available rate
of return for bearing similar risk.

The selection of comparable firms is
the most difficult step in applying the
comparable eamings model, as noted by
Phillips? as well as by Bonbright,
Danielsen and Kamerschen 3 The selec-
tion of non-utility proxy firms should
result in a sufficiently broad-based
group in order to minimize the eflect of
company-specific aberrations. How-

ever, if the selection process is arbi-
trary, it likely would result in a proxy
group that is 100 broad-based, such as
the Standard & Poor's 500 Composite
Index or the Value Line Industrial Com-
posite. The use of such groups would
require subjective adjustments Lo the
comparable carnings results to reflect
risk differences between the group(s)
and the target utility, a gas pipeline
company in this example.

Authors’ Selection Criteria

We base the selection of comparable
non-utility firms on market-based,
objective, quantitative measures of risk
resulting from market prices that sub-
sume investors' assessments of all ele-
ments of risk. Thus, our approach is
based upon the principle of risk and
return; namely, that firms of compara-
ble risk should be expected to eam com-
parable retuins. It is also consistent with
the “corresponding risk” standard estab-
lished in Bluefield and Hope We mea-
sure tota! investment risk as the sum of
non-diversifiable systematic and diver-
sifiable unsystematic risk. We use the
unadjusted beta as a measure of system-
atic risk and the standard ervor of the
estimate (residual standard entor) as a
measure of unsystematic risk. Both the
unadjusted beta and the residual stan-
dard error are derived from a regression
of the target utility's security returns
relative to the market's returns, which
takes the general form:

ry =a+bir,+e,
where:
ry = tth observation of the ith
utility’s 1ate of return
r,. = ith observation of the
market's rate of setumn
e, = tthrandom error term

a;, = constant least-squares
regression coefficient
b; = least-squares regression

slope coefficient, the
unadjusted beta.

As shown by Francis,? the total vari-
ation or risk of a firm’s return, Var (r),
comes from two sources:

Var (r)= total risk of ith asset

Financial Quarierly Review » Summer 1994 « page 5

= var(a, + b, + €)
substituting (g, + byr,, + €)
forr;

= var(b;r,,) + var (e) since
vnr(a,) =0

= b2 var(r,,) + var (e)
since var(b;r,,) = b2
var(r,,)

= systematic +
unsystematic risk

FrancisS also notes: “The term
O ¥(r/|r,) is called the residual variance
around the regression line in statistical
terms or unsystematic risk in capital
market theory language. G2 (r}}r,) = ..
= var (e). The residual variance is the
squared standard error in regression lan-
guage, a measure of unsystematic risk.”
Application of these criteria results in a
group of non-utility firms whose aver-
age total investment risk is indeed com-
parable 1o that of the target gas pipeline.

As a measure of systematic risk, we
use the Value Line unadjusted beta. Beta
measures the extent to which market-
wide or macro-economic events affect a
firm’s stock price We use the unad-
justed beta of the target utility as a start-
ing point because it results from the
regression of the target utility’s security
returns relative to the market's retumns.
Thus, the resulting standard deviation of
bela relates to the unadjusted beta We
use the standard deviation of the unad-
justed beta to determine the range
around it as the selection criterion based
on systematic risk.

We use the residual standard error of
the regression as a measure of unsys-
tematic risk. The residual standard error
reflects the extent to which events spe-
cific to the firm's operations affect a
firm’s stock price Thus, it is a measure
of diversifiable, unsystematic, firm-
specific risk.

An lllustration
of Authors’ Approach

Step One: We begin our approach
by establishing the selection criteria as a
range of both unadjusted beta and resid-

nal standard error of the target gas
continued on page 6
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pipeline company.

As shown in table 1, our 1arget gas
pipeline company has a Value Line
unadjusted beta of 0.90, whose standard
deviation is 0.1250. The selection crite-
rion range of unadjusted beta is the
unadjusted beta plus (+) and minus (-)
three of its standard deviations. By
using three standard deviations, 99.73
percent of the comparable unadjusted
betas is captured.

Three standard deviations of the tar-
get utility's unadjusted beta equals 0.38
(0.1250 x 3 = 0.3750, rounded (o 0.38)
Consequently, the range of unadjusted
betas 1o be used as a selection criterin is
0.52 - 1.28 (0.52 = 090 - 0.38) and
(1.28 = 0.90 + 0.38).

Likewise, the selection criterion
range of residual standard error equals
the residual standard error plus (+) and

minus (-) threc of its standard devia-
tions. The standard deviation of the
residual standard error is defined as:
O/V2N.

As also shown in table 1, the taiget
gas pipeline company has a residual
standord esror of 3.7867. According to
the above formula, the standard deviation
of the residual standard eror would be
0 1664 (0.1664 = 3.7867/V2(259) =
3 7867/22.7596, where 259 = N, the
number of weekly price change obser-
vations over a period of five years).
Three standard deviations of the target
utility's residual standard error would
be 0.4992 (0 1664 x 3 = 4992). Conse-
quently, the range of residual standard
errors to be used as a selection criterion
is 3.2875 - 4.2859 (3.2875 = 3.7867 -
0.4992) and (4.2859 = 3 7867 +
0.4992)

Step Two: The step one criteria are
applied to Value Line's data base of
nearly 4,000 firms for which Value Line
derives unadjusted betas and residual
standard errors on a weekly basis All
firms with unadjusted betas and residual
standard errors within the criteria ranges
are then selected

Step Three: In the regulatory
ratemaking environment, authorized
conunon equity retum rotes are applied
to a book-value rate base Thus, the
carnings rates on book common equity,
or net worth, of competitive, non-utility
firms are highly relevant provided those
firms are indeed comparable in total
risk to the 1arget gas pipeline. The use
of the retum rates of other utilities has
no relevance because their allowed, and
hence subsequently achieved, earnings
rates are dependent upon the regulatory

Financial Quarterly Review » Summer 1994 « page 6
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process. Consequently, we believe all
utilities must be eliminated 1o avoid cir-
cularity. Moreover, we believe non-
domestic firms must be climinated
because their reporting methods differ
significantly from U.S. firms.

Step Four: We then eliminated
those firms for which Value Line does
not publish a “Ratings & Report™ in
Value Line Investment Survey so that
the historical and projected returns on
net worth are from a consistent source.
We use historical returns on net worth
for the most recent five years, as well as
those projected three to five years into
the future. We believe it is Jogical to
evaluate both historical and projected
return rates because it is reasonable to
assume that investors avail themselves
of both when they are available from
widely disseminated information ser-

vices, such as Value Line Inc. The use
of Value Line's return rates on net
worth understates the common equity
return rates for two reasons. First, pre-
ferred stock is included in net worth
Second, the net worth retum raies are as
of the end of each period. Thus, the use
of average common equity retum rates
would yield higher resuits.

Step Five: Median returns based on
the historical average three, four and
five years ending 1992 and projected
1096-1998 or 1997-1999 rates of return
on net worth are then determined as
shown in columns 4 through 7 of table
1. The median is used due to the wide
varintions and skewness in rates of
return on net worth for the non-utility
firms as evidenced by the frequency
distributions of those returns as shown
in illustration 1.

Financial Quanterly Review s Summer 1994 » page 7

However, we show the average
unadjusted beta, 0.92, and residual stan-
dard error, 3.7705, for the proxy group
in columns 2 and 3 of table 1 because
their frequency distributions are not sig-
nificantly skewed, as shown in illus-
tration 2.

Step Six: Our conclusion of a com-

continued on page 8
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parable earnings cost raie is based upon
the mid-point of the average of the
median three-, four- and five-year his-
torical rates of return on net worth of
121 percent as shown in column 5 and
the median projected 1996-1998/1997-
1999 rate of return on net worth of 15§
percent as shown in column 7 of 1able I.
As shown in column 8, it is 13 8 percent.

Summary

Qur comparable earnings approach
demonstrates that it is possible to select
a proxy group of non-utility firms that is
comparable in total risk to a target util-
ity. In our example, the 13.8 percent
comparable earnings cost rate is very
conservative as it is an expected
achieved rate on book common equity
(a regulatory aliowed rate should be

greater) and because it is based on end-
of-period net worth. A similar rate on
average net worth would be about 20 to
40 basis points higher (ie, 14.0 to 14.2
percent) and still understate the appro-
priate regulatory allowed rate of retum
on book common equity.

Our selection criteria are based upon
measures of sysiematic and unsystemat-
ic risk, specifically unadjusted beta and
residual standard error. They provide
the basis for the objective selection of
comparable non-utility firms. Our selec-
tion criteria rely on changes in market
prices over approximately five years
We compare the aggregate total risk, or
the sum of systematic and unsystematic
risk, which reflects investors' aggregate
assessment of both business and finan-
cial risk. Thus, no adjustments are nec-
essary to the proxy group results to

Financlal Quarterly Review » Summer 1994 « page 8

compensate for the differences in busi-
ness risk and financial risk, such as
accounting practices and debt/equity
ratios. Morcover, it is inappropriate 1o
attempt a comparison of the target utility
with any individual firm, or subset of
firms, in the proxy group because only
the average firm of the group is relevamt.

Because the comparable earnings
model is firmly anchored in the “corre-
sponding risk” precept established in
the landmark count decisions, it is wor-
thy of consideration as a principal
model for use in estimating the cost rate
of common equity capital of a regulated
wtility. Our approach to the comparable
earnings model produces a proxy group
that is indeed comparable in total risk
because the selection process is objec-
tive and quantitative It therefore ovet-

~ comes criticism linked to arbitrary

selection processes.

All cost-of-common-equity models,
including the DCF and CAPM, are
fraught with deficiencies, usually stem-
ming from the many necessary but unre-
alistic assumptions that underlie them.
The effects of the deficiencies of indi-
vidual models can be miligated by using
more than one model when estimating a
utility’s common equity cost rate
Therefore, when the non-comparability
jssue is overcome, the comparable carn-
ings model deserves to receive the same
consideration as n primary model, as do
the currently popular market-based
models. B

| Bluefield Water Works Improvement Co. v Pub-
lic Service Commission. 262U S 679 (1922) and
Federal Power Commission v Hope Notural Gas
Co.320US 519(1944)
2Charies F Phillips Jr., i

ilities: Public Uilities
Reports Inc . 1988. p 379
33ames C Bonbright. Albert L Danielsen and
David R Kamerschen. Principles of Public thilj-
lics Rates. 2nd edition. Public Utilities Repons
inc 1988, p 329
4Juck Clark Francis. [nvesunents; Analysis and
Management, 3rd edition. McGraw-Hill Book
Co . 1980, p 363.
51d. p. 548.
€Returns on net wonth must be used when
relying on Value Line dota because returns on
book common cquity for non-utility firms are
not available from Valuc Line
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Author’s Note: This manual has been prepared as an educational reference
on cost of capital concepts. Its purpose is to describe a broad array of cost of
capital models and techniques. No cost of equity model or other concept is
recommended or emphasized, nor is any procedure for employing any model
recommended. Furthermore, no opinions or preferences are expressed by
either the author or the Society of Utility and Regulatory Financial Analysts.
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TABLE 4.1
COMMON EQUITY RATIOS
Utility Group Common Equity Ratio*
Electric Utilities 47%
Combination Electric & Gas Utilities 45%

Natural Gas Distribution & Integrated
Natural Gas Companies 52%

Water Companies 46%

* Including short-term debt.

Source: AUS Utility Reports, September, 2010

Risk and Leverage

A general principle of finance maintains that the financing structure of a company should be
determined in conjunction with the perceived risk of the assets. The obvious intuitive appeal of this

principle goes back at least to Adam Smith (1776, 110-111) who stated:

"...something must be given for the profits of the undertaker of the work who
hazards his stock (capital) in this adventure.. In all the different
employments of stock, the ordinary rate of profit varies more or less with the
certainty or uncertainty of the returns...the ordinary rate of profit always rises
more or less with the risk."

Risk, in this context, can be segregated into two components - business risk and financial
risk. Business risk refers to the risk inherent in the level and composition of a firm's assets, as well
as the nature of the business in which the firm is engaged. In essence, business risk is reflected in
the variability of the pre-tax operating income stream which the firm faces. A firm with a relatively
low level of eamings variability is said to have low business risk while a firm with a relatively high
level of earnings variability is said to have high business risk. Business risk is not related to the

manner in which the firm finances its assets.

42



ExhibitNo. ____
Schedule PMA-21
Page 3 of 3

Financial risk refers to the capital structure of the firm and how this impacts the firm's after-
tax net income and return on equity. Financial risk is created by the use of debt and preferred stock
in the capital structure, which is called financial leverage. The use of leverage, or the use of fixed-
cost financing with a (generally) lower cost than common equity, can have two impacts on a firm's
return on equity. If the firm eamns a retum higher than the fixed-cost (i.e., leveraged) capital, the
firm's return on equity is enhanced. However, if the firm eamns a return lower than the fixed-cost
capital, the firm's return on equity is reduced. In the extreme, financial leverage can result in
bankruptcy if the firm's earnings do not cover its fixed-cost rates and sufficient cash (from prior

periods) is not on hand to pay the required payments to the owners of the fixed-cost capital.

Capital Structure Issues

Several issues are encountered in the selection of a proper capital structure for ratemaking

purposes.

Reconciling Rate Base and Capital Structure

As noted in Chapter 2, the rate base - rate of return concept is based on the recognition that
rate base (assets) are financed with the capital structure (liabilities and equity). An inherent
assumption of this concept is that the rate base and capital structure are equal in size. In reality, this

assumption is not always true.

Cicchetti (1985, 41) has observed "The reconciliation of the rate base and the capital
structure is an integral, and often overlooked, segment of determining the required overall rate of
return”. Rate base and capitalization may differ for a number of reasons, including the existence of

non-utility assets and the regulatory disallowance of certain assets.

One method for reconciling rate base and capital structure is known as the "balance sheet
method". This methodology begins with defining the usual rate base items (net plant in service,
property held for future use, construction work in progress, and working capital) and then equating

this with the capital structure items financing the rate base. As adjustments are made to remove
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